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ABSTRACT
We model the basic/applied tradeoff in academic research, linking sponsors’ and researchers’ objectives, funding instruments, and research inputs/outputs into a single framework, demonstrating that basic/applied tradeoffs and complementarities can coexist.  Propositions concerning the relative use of grants versus contracts in relation to sponsor preferences, scholarly input, agenda-setting, basicness versus appliedness, and academic fields are developed theoretically and/or tested empirically.  As predicted by the model, sponsor categories differ in their usage of grants versus contracts.  The model decomposes the relationship between scholarship and grants/contracts into opposing effects.  Nevertheless, information on absolute and comparative advantage can be extracted from the empirical results.
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1. Introduction

How to conceptualize the basic/applied tradeoff in academic research?  How is this tradeoff linked to funding instruments (grants versus contracts)?  How do the basic/applied preferences of sponsors and research units interact?  And how is the basic/applied division of labor in academic research linked to the quality of academic research and the reputation of researchers?  The principal aim of this paper is to develop a single framework to address all of these questions.  This framework is then applied to empirical analysis, in which data on grants and contracts are interpreted as conveying information on the sponsors’ objectives and on the nature of the sponsored institutions.

The simplest possible conceptualization of the basic/applied distinction is to think of research as being either basic or applied:  a binary dummy.  A slightly more complicated view in effect classifies research through two binary dummies.  This view is represented by Stokes (1997), who identifies three quadrants:  research with fundamental objectives and no practical purpose belongs to “Bohr’s quadrant”; research with both fundamental and applied objectives falls in “Pasteur’s quadrant”; whilst research with an exclusive practical orientation is part of “Edison’s quadrant.”  (As it is hard to think of research as having neither basic nor applied purposes, there is no fourth quadrant.)  Another variation is a distinction between basic research, applied research, and development (Tansey and Stenbridge, 2005).

The innovation systems literature (Nelson, 1993; Archibugi et al., 1999; Brooks, 1994) looks at the division of labor amongst various types of players active in R&D.  Specific analyses of knowledge creation, knowledge prerequisites and knowledge flows generally lead to much more complex conceptualizations.  For example, one can distinguish between product design, applied engineering, basic engineering, applied science, and basic science, with each level depending primarily on the next but including feedback loops.  One can also compare disciplines, with, say, biotech engineering depending on biology, biology on chemistry, chemistry on physics, physics on mathematics, and mathematics on philosophy, with each successive discipline having a more fundamental nature.
 

Simple and complex classifications are all useful; their appropriateness depends on the questions asked.  But one important conceptual element seems to be largely missing from the literature: a neoclassical-style microeconomic analysis of the basic-applied tradeoff – this paper’s approach.  

The influence of academic research extends beyond the academic realm.  For example, the impact of academic research on industrial innovation is well documented (Mansfield, 1995; Jaffe, 2001; Cohen, Nelson, and Walsh, 2002).  The U.S. Bayh-Dole Act of 1980 encourages a specific incentive mechanism whereby universities patent inventions and make licensing deals with firms for the inventions’ development and commercialization (Jensen and Thursby, 2001; Mowery et al., 2001).  Such trends lead many to consider the question: Is there a tension between basic and applied contributions?  Frequently, concerns are voiced that sponsor pressures may spoil academia’s core mission (e.g., Press and Washburn, 2000).  Goldfarb (forthcoming) argues that some U.S. sponsors of academic research – not just corporate sponsors, but also government agencies – have utilitarian goals that conflict with the goal of producing fundamental results.  He analyzes data on projects sponsored by the National Aeronautics and Space Administration (NASA).  Focusing on the impact of NASA grants on the researchers’ output (as measured by publications and citations), Goldfarb (forthcoming) finds that “a) non-academic criteria are used to evaluate relationships, and b) maintaining a relationship with NASA, at times, reduced the quantity of academic output” (Goldfarb’s italics). This is reflected in a high rate of attrition among academic researchers involved in the NASA projects and in a research output from the projects that is not highly valued in academic terms.

Another part of the literature is concerned with the other side of the coin: real-world impacts.  Using survey data, Jensen and Thursby (2001) show that, absent targeted incentives, academic researchers tend to neglect development of their inventions, thus severely limiting their real-world impact.  Huffman and Just (1994) and Huffman and Evenson (2006) find that federal competitive grants have a significantly smaller impact on state agricultural productivity than does so-called formula funding – the implication being that the latter type of funding is more productive.

Thus one strand of literature is driven by concerns about academic research being too applied, and another by concerns about it not being applied enough.  This reinforces the case for the existence of a basic-applied tradeoff.  However, Goldfarb (forthcoming) cites a third set of contributions that stress the complementarity between fundamental and utilitarian research outcomes.  Do basic/applied complementarity and a basic/applied tradeoff contradict each other?  Not necessarily.  A simple production possibility frontier (PPF) framework – at the core of the model developed below – accommodates both: see Figure 1.  Sponsors, administrators and researchers may of course care about a wide range of research outcomes.  We collapse these into two variables: ‘quality’ Q and ‘relevance’ R, which correspond to ‘basicness’ and ‘appliedness’, respectively.  Quality and relevance are performance variables: if research makes a significant basic (applied) contribution, it has high quality (relevance).  The modeling of quality and relevance as continuous variables reflects the difficulty in drawing a clear-cut dividing line between basic and applied research.  The research unit’s relative emphasis on Q vis-à-vis R is expressed by a research agenda variable a.  As a increases, the research unit’s resources are shifted towards a greater emphasis on producing R.  Now suppose that the unit’s resources are entirely focused on the production of Q – i.e. the research unit takes a pure ivory-tower approach.  In many disciplines, such a one-sided research agenda will not even maximize the output of Q.  This corresponds to point A in Figure 1.  The a variable is a parameterization of the tradeoff or complementarity between Q and R.  Between point A and point B, as a increases – i.e., resources are increasingly focused on real-world-oriented aspects –this stimulates new theoretical insights to such an extent that Q and R are complementary.  This is reflected by a northeast movement along the PPF.  However, this is true only up to point B, where Q is maximized.  Increasing a - moving along the PPF towards the northwest – further implies that real-world aspects are now emphasized to the detriment of theory formation.  This continues until point D, at which R is maximized.  Maximizing R requires some attention to producing cutting-edge theory contributions.  Beyond point D, as a keeps increasing, the unit is moving to the southwest along the PPF, until it reaches point E at which Q = 0.  Along this segment, diverting even more resources away from real-world applications actually leads to a decline in the unit’s fundamental contributions as represented by Q.  Now, if Q and R are all that the agenda-setter cares about, then the rational portion of the PPF is the decreasing portion between points B and D.
  As this is the only section that is relevant in our model, it is convenient to define the a parameter so that a = 0 at point B and a = 1 at point D.

Research units differ in their capabilities and resources and will thus exhibit different PPFs.  This is one explanation for some of the purported findings (cited by Goldfarb forthcoming, pp. 5–6) that basic and applied research are complementary.  For example, Agraval and Henderson (2002) find that patents (a type of research output more on the applied side) and academic citations are correlated, but their results are limited to two departments at MIT, a top patenting university (as noted by Foltz, Barham and Kim 2007).  Foltz, Barham, and Kim (2007), confirming earlier work by Owen-Smith and Powell (2003), find synergies between patents and academic output, that is, “… scope economies  associated with high-quality research generating both patents and traditional research outputs (articles and trained students) in a more cost effective manner than if those research outputs were produced separately.”  In a similar vein, Goldfarb, Marschke and Smith (2006) find that invention disclosures by Stanford faculty members increase the impact of their academic output rather than coming at the expense of it.  In our framework, this can be explained by research units and individual researchers having greater capabilities and resources, and thus having PPFs that are farther away from the origin.  Similarly, if both more basic and more applied outputs of a given research unit increase over time, then this can be interpreted as implying that there is no tradeoff and that an excellent performance along both dimensions indicates success (Ranga, Debackare, and von Tunzelman 2003).  The alternative narrative here is that, while the unit’s PPF expands over time, alternative trajectories with a heavier emphasis on applied or basic outcomes could have been chosen instead.  If the expansion of PPF proceeds roughly equally in all directions, and with unchanged relative basic-versus-applied preferences, then both types of outputs are observed to increase roughly proportionately.

The case of a zero basic-applied tradeoff is shown in Figure 2.  In order to properly test for whether the PPF looks more like Figure 1 or like Figure 2 (i.e. whether there is a significant downward-sloping segment of the PPF) we would really have to test for responses to incentives that would induce a shift along the PPF whilst controlling for cross-sectional and/or time-series variation in variables that might shift the PPF.  Such an empirical test has to our knowledge not been designed or carried out.  Furthermore, in many cases, when researchers report that basic and applied outcomes are complementary, or when they deny the existence of a tradeoff, they may be merely referring to the fact that many research agendas simultaneously produce (or are intended to produce) both basic and applied contributions – an observation consistent with Figure 1 and with the general approach taken in this paper.  Thus in surveys and informal interviews one would need to carefully phrase questions to unearth the tradeoff if it actually exists.  Furthermore, even if Figure 2 were characteristic of individual researchers, then still the research unit, through its hiring decisions, could compile different packages of researchers with more applied or more basic orientations, effectively yielding a PPF as in Figure 1.

We will, then, proceed on the assumption that Figure 1 is more realistic than Figure 2, i.e. that a significant basic-applied tradeoff exists.  Figure 1 in combination with the a variable and indifference curves is the basis for this paper.  The indifference curves can represent the preferences of a variety of players: researchers, technology transfer managers, university administrators, corporate sponsors, or a variety of government and nonprofit sponsors – or society at large insofar as it funds academic research.   We will focus on two player types: sponsors and research units.  Crucially, their preferences are assumed to differ, in that research units’ preferred point on the PPF lies to the southeast of sponsors’ preferred point.  This allows us to link preferences to funding instruments.

Funding comes with more or less strings attached.  We will use the simplest and starkest taxonomy of funding types: one type, labeled “grants”, comes with no strings attached; the other type, “contracts”, requires delivery of a specified relevance level.  The grants / contracts distinction is an instance of the contrast between two relationship types: gift and exchange.  Grants are a type of gift, whereas contracts can be seen as a form of exchange, namely the purchase of “deliverables”, or answers to pre-specified research questions.  In practice this distinction may not be quite as clear-cut.  Legal concepts do provide a clear dividing line: research contracts, but not grants, are breached if the recipient fails to deliver the deliverables.  Breach of contract gives rise to damages, whilst failure to produce promised outputs in a grant carries no immediate consequences.  It may, of course, jeopardize future grant funding, but the same is true for contract funding.  Rather than include features that grants and contracts have in common, our model highlights the distinction between these two funding types.  Additionally, game repetition would greatly increase the model’s complexity.  It should, however, be borne in mind that in cases where researchers greatly depend on a single sponsor, failure to deliver on grant proposal promises becomes analytically comparable to breach of contract.  Thus the real-world context should be borne in mind.  For example, in the case of NASA funding of academic research, only top researchers have significant access to alternative sources, whilst the other researchers by and large don’t (Goldfarb, forthcoming).  Thus the “grants” of the non-top researchers (as opposed to the top ones) are analytically more like contracts.

Statements of outputs in grant proposals may serve purposes other than being specific deliverables.  They may serve as part of a mechanism to verify applicant credentials (for early-stage researchers) or motivation (for established researchers, to prevent them from coasting along on their prior track records).  For some agencies, proposed outputs in grants might well be substituted by other ones as long as they have academic and real-world impacts.  Contracts are much more of a tool to enforce specificity.

In our model, contracts are used to incentivize a more applied research agenda a, which itself is a noncontractible variable under the research unit’s control.  Coupled with uncertainty, this yields a moral hazard model, which is explored in a twin paper.
  Here, we assume certainty, so the approach taken can be described as a ‘degenerate moral hazard model’.

The PPF is naturally based on two underlying production functions, where ‘scholarship’ S is a key input.  Academic reputation is an empirical proxy for S.

There are few modeling antecedents in the literature.  Koshal, Koshal, and Gupta (1996) and Foltz, Barham, and Kim (2007) use a multi-output production function or cost function approach to empirically analyze universities’ activities.  Huffman and Just (2000) and Jensen and Thursby (2001) use moral hazard models with asymmetric information on the researcher’s effort.  The relevant action variable in the present paper’s model is not interpreted as effort but as “agenda-setting”.  The underlying idea is that academic researchers care about their own research agenda – the freedom that they have in using available money (a freedom partly due to their actions being costly to monitor) they will not use for leisure but rather for their preferred research agenda.  Thursby, Thursby, and Gupta-Mukherjee’s (2007) approach comes closest to the present model.  They focus on a faculty member’s lifelong allocation of time (under perfect certainty) among leisure, basic research effort and applied research effort (with teaching time fixed).   In the most general formulation, basic and applied effort are both arguments in a research production function and a licensing production function.  They then consider the optimal time paths of basic and applied effort under different functional specifications and different parameter values.  Issues addressed include the impact of licensing on basic effort (ambiguous, as licensing makes applied effort more attractive but also increases leisure) and the impact of tenure on research output (positive unless licensing incentives are strong).  Their dynamic model is sufficiently complex that it requires simulations.  The present model is static and simpler, allowing for analytical solutions.  However, it does include the key ‘scholarship’ input (its source of cross-researcher variation) and includes a sponsor with a different objective function.  Due to these distinctions, the present model addresses different issues and yields different hypotheses from that of Thursby, Thursby, and Gupta-Mukherjee (2007).

The rest of this paper is organized as follows.  The next section presents a basic model where there is one unit.  Proposition 1 indicates a monotonic relationship between the sponsor’s relative preference for ‘quality’ and its reliance on grants rather than contract funding.  Section 3 extends this model to the case of multiple units, giving rise to additional funding allocation effects.    Proposition 3 (an extended version of section 2’s proposition 2) is more interesting conceptually (as it decomposes the relationship between S and grants/contracts funding into opposing effects) but is harder to test empirically (for the same reason).  Section 4 introduces the data, and section 5 presents data analyses.  One dataset – containing funding data across a range of sponsor types for a single academic institution – is used for testing proposition 1 as well as auxiliary hypotheses on grants versus contracts in relation to (a) basicness versus appliedness and (2) differences across academic fields.  The other dataset – on funding data across departments in two academic fields – is linked to reputational survey data to shed light on proposition 3.  Section 6 reviews the main points and suggests follow-up research topics.

2. Baseline Model

Assume a single period, a single contract, a single grant, a single sponsor, a single research unit, scalar quality and relevance, and full certainty.  The sponsor’s utility U is a function of quality output 
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 is a quality preference parameter.  This assumption is not as restrictive as it might appear.  Thinking of Q and R as partial utility indices, 
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 are, in effect, hybrid utility/production functions.  In this interpretation, research produces an information set to which the subjective values Q and R are assigned.  Thus, linear 
[image: image21.wmf](

)

U

 is equivalent to  
[image: image22.wmf](

)

U

 being linearly separable in 
[image: image23.wmf](

)

Q

 and 
[image: image24.wmf](

)

R

.  Allowing for monotone transformations that redefine 
[image: image25.wmf](

)

Q

 and 
[image: image26.wmf](

)

R

 such that properties like monotonicity and concavity are preserved, a fairly wide class of utility functions (such as Cobb-Douglas utility functions) satisfy the linearity assumption.

The research unit, with utility V, is assumed not to care about relevance, only about quality output and funding: 
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.  There is much to be said for the inclusion of F in this function.  Greater research budgets are associated with influence, prestige, networking opportunities, the ability to attract good students to be involved in research project and help them, and opportunities for increasing personal income.  Inclusion of F links the analysis of research units to the research traditions on budget maximization by managers and bureaucrats pioneered by Berle and Means (1932) and Niskanen (1971) respectively.

The omission of R from the 
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 function obviously does not do justice to real-world universities whose research missions are partly impact-oriented.  The main point is that sponsors tend to care more about relevance vis-à-vis quality than do academics because of the latter’s powerful incentives to make basic contributions.  These incentives are both intrinsic (Thursby, Thursby, and Gupta-Mukherjee, 2007, and references cited therein) and related to peer prestige and career concerns (Goldfarb, forthcoming, and references cited therein).  It is difficult to obtain meaningful results with both R and F included as arguments in the 
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 function because in this case it is not clear what condition to impose to express a sponsor’s greater relative preference for relevance.

To accommodate academics’ caring about relevance we could assume 
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.  This still allows us to obtain similar results; however, the proofs are more complicated.
  It would also allow us to obtain another set of results pertaining to differences in quality preference amongst researchers.  Such theoretical results should naturally be coupled with empirical analysis of survey data on researchers’ and research units’ preferences, but such data or not as yet available for the present study – whereas data on S, the explanatory variable we focus on here, are available.

Both production functions and both utility functions are assumed to be twice continuously differentiable and strictly increasing in their arguments, except for 
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 are natural assumptions.  S signifies quality or level of academic input and thus should, by definition, have a positive impact on Q.  Thus units with higher S have an absolute advantage in Q production.  A core issue is the impact of S on R as well as the associated second derivatives.   
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 could be called ‘absent-minded professor’ assumptions, implying an absolute disadvantage of unit with a higher S in the production of R.  In contrast, 
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 represent absolute advantage of high-S units in R.  While allowing for either absolute advantage or disadvantage of high-S units in the production of R, it will be useful to maintain the comparative advantage assumptions 
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.  Theses assumptions are the basis for an optimal (from the sponsor’s standpoint) division of labor whereby high-S units focus more on production of Q and low-S ones more on R.  The point here is that even high-S units have an absolute advantage in R, it is still worthwhile for the sponsor to have them pursue a more basic agenda if they have an even greater absolute advantage in Q production.  Here, naturally, the quality preference parameter q comes into play.

An assumption of a different kind is 
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.  This assumption matters if high-S units have an absolute disadvantage in R.  If this assumption is satisfied, it makes sense for the sponsor to provide higher overall funding to high-S units than to low-S ones, because the benefits of doing so (higher Q) outweigh the costs (lower R).  This assumption can, then, be called ‘overall absolute advantage’, as it implies that high-S units are more productive overall in terms of the sponsor’s preferences.  This assumption is relevant only in the context of funding allocation across multiple units (next section) and is not relevant in the present section.

For now, there is only one unit. Funding is constrained and can be given in the form of a contract and/or a grant:  
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 will be exhausted.  The difference between grant funding and contract funding is that the latter specifies deliverables, represented by a minimum relevance level 
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Decision-making occurs in two stages.  First the sponsor chooses 
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This modeling setup gives rise to an analytical problem: The sponsor may to a certain extent be indifferent between grants and contracts.  This fungibility is typical of hybrid gift/exchange relationships: Part of an exchange may be a subsidy that might as well have been transferred separately as a gift.  In order to deal with this complication, we assume that there is an infinitesimally small differential transaction cost 
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.  This assumption seems reasonable because contracts entail legal and other costs to the sponsor that grants do not, while these costs tend to be relatively small.
  There are significant transaction costs associated with grants; however, these tend to be largely borne by players other than the sponsors, such as grant applicants and review panelists (Huffman and Just, 1994; Huffman and Evenson, 2006).  Bidders for contracts also incur significant transaction costs – it is implicitly assumed here that these are not different from grant applicants’ transaction costs (and hence these costs can be subsumed in the production functions).  The costs to grant review panelists are ignored in our model – it is implicitly assumed that they are external to both the sponsors and the research units.

Under the assumptions made, the research unit can increase V by decreasing a as long as the minimum-relevance constraint is slack.  Thus, the minimum-relevance constraint is binding, yielding a unique 
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 as if it were the sponsor’s rather than the research unit’s choice variable – a convenient trick, well-known from the moral hazard literature, which we will use throughout.

Due to the transaction-cost assumption, it will be optimal for the sponsor to set C so that the unit’s participation constraint is binding as well:
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The symbols 
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 will be used to denote evaluation of functions and their derivatives on the left-hand side or right-hand side, respectively, of equation (1).  The fact that, in case of contract rejection, the research unit invariable chooses a = 0 considerably simplifies derivations. Had we admitted R as an argument in the unit’s objective function, there would have been some value 
[image: image69.wmf]0

a

>

%

 on the left-had side of (1) which would – just like a* – shift in response to changes in exogenous parameters.

Given the contract is accepted (right-hand side of (1)), the sponsor’s first-order condition is
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Comparative statics results are derived using a two-step procedure.  First, the impact of an exogenous change in q or S on research agenda a is signed.  These impacts are expressed by the first partial derivatives of the choice function 
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Proof.  Differentiation of (2) with respect to q and solving for 
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Q.E.D.
Proposition 1.  Contract (grant) funding as a proportion of total funding
 varies strictly negatively (positively) with the sponsor’s quality preference: 
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Proof.  Differentiating (1) with respect to q, solving for 
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Q.E.D.
Lemma 1 and proposition 1 are almost trivial.  A sponsor with a greater quality preference will (by Lemma 1) induce a more basic research agenda and (by Proposition 1) allocate a smaller proportion of its budget as contract funding.  The main interest here is empirical: Proposition 1 is testable if we can observe q (e.g. via a survey) or (as we will do) assume that different types of sponsors vary systematically in their q.
Lemma 2.   
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Proof.  Recall the comparative advantage assumption 
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Q.E.D.
Proposition 2.  The overall effect of an exogenous change in the research unit’s level of scholarship S on grant funding 
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Proof.  Differentiating (1) with respect to S and solving for 
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The numerator is the difference of two positive terms (using Lemma 2), and there is no a priori reason why either term should be greater.   Q.E.D.
This proposition is more interesting theoretically.  It decomposes the effect of an increase in S into three effects.  Holding a constant, a unit with a higher S will produce more Q when it accepts the contract compared to a unit with a lower S, which makes accepting the contract more attractive.  Hence less contract funding is necessary to make the unit accept the contract.  This ‘direct quality effect’ is represented by the term 
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.  There is also an ‘indirect quality effect’ or ‘comparative advantage effect’, represented by the term 
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 .  By Lemma 2, units with a higher S, having a comparative advantage in the production of Q, will be induced to pursue a more basic research agenda – a straightforward Ricardian connection between comparative advantage and the division of labor.  The more basic research agenda is associated with a higher quality output, which again implies that less contract funding is necessary to make the unit accept the contract.  Finally, there is a ‘compensation effect’, represented by the term 
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.  If the unit were to reject the contract, it would pursue a fully basic agenda.  Units with higher S must be compensated more lavishly for this opportunity cost.  The compensation effect runs counter to the direct and indirect quality effects.
3. Extended Model: Competition for Funds and Funding Allocation Effects
So far, we have maintained the fiction of a single research unit.  Variation in the level of academic input was expressed by letting S vary.  This setup misses funding allocation effects that occur because research units compete against each other.  Competition here means that the funding allocation between units depends on their relative productivity or performance.
  We will now assume units are uniformly distributed on a continuum 
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.  We are still assuming a single sponsor, whose optimization problem now is
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(3)
The solution consists of the optimum functions  
[image: image91.wmf](

)

*

aS

 and 
[image: image92.wmf](

)

*

FS

.  The participation constraint for each unit S 
 is: 
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(4)
We focus on consequences of variations in S (and are now treating q as a constant).  The difference with the previous section is that these variations are not modeled as exogenous shifts of a univariate S but rather as movements along a range of given S.
Lemma 3.  Recalling the comparative advantage assumption 
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Proof.  Set up a Lagrangian
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For each S, the first-order conditions are:
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(5b)

Differentiating (5a) and (5b) with respect to S and solving for dF*/dS and da*/dS using Cramer’s rule, we obtain
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(6a)

and
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(6b)

Differentiating (5a) with respect to a (or (5b) w.r.t. F), we obtain 
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.  This eliminates part of the numerators of both (6a) and (6b).  The remaining term in either numerator is signed via the comparative advantage and absolute overall advantage assumptions (and the standard concavity assumptions).  The denominator of (6a) and (6b) is signed through the bivariate second order condition. Q.E.D.
Proposition 3.  The marginal effects of an increase in the research unit’s level of scholarship S on grant funding 
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Proof.  Differentiate (4) with respect to S and rearrange to obtain
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(7)
Using Lemma 3, the terms 
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 are negative.  There is no a priori reason why the positive terms should outweigh the negative ones or vice versa.

Next, to find 
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Here, the only negative term in the numerator is 
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, while all other terms are positive.  Nevertheless, there is no a prior reason why the positive terms should outweigh the negative one.  Q.E.D.
By Lemma 3, a higher level of scholarly input is unambiguously associated with a more basic research agenda and greater funding.  However, this does not unambiguously translate into greater grant funding.  Comparing with Proposition 2, funding allocation effects (all the terms multiplying 
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[image: image118.wmf](

)

(

)

(

)

000

QFF

VQV

+

.  For grant funding, allocation effects are unambiguously positive.  All effects except the compensation effect 
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 point towards higher S being associated with greater grant funding.

Are these ambiguous theoretical results of any use for interpreting empirical results?  The answer is, for a subset of possible empirical results, “yes”.  Suppose we were to observe a combination of a positive association between S and grant funding and a flat (or less strong positive) relationship between S and contract funding.  This would not only indicate a comparative advantage of high-S units (along with their absolute advantage) in more basic research, but also an absolute overall advantage of these units.   The only reason for contract funding being nondecreasing in S even when grant funding is increasing in S is the funding allocation effects 
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 that are a component of (7) but not of (8).

While these results do not allow for a test of absolute advantage in R (
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), this is of course possible even when there is a negative or flat relationship between S and C.  In case of a positive relationship, the stronger this relationship would be, the more likely would the high-S unit have an absolute advantage in R.  It would in most cases not make sense for the sponsor to pay a high-S unit more contract funding if, by shifting the money to a low-S unit (which requires less compensation for forfeiting some Q output), R output could be improved.

An unambiguous result can be obtained for grant funding if it is ‘cordoned off’ from contract funding, i.e. if there is a prior allocation of money between a grants fund and a contracts fund which is not based on an optimization procedure as modeled here.  If, in this case, grants are subsequently still allocated competitively, then we have an equation similar to (8) but with the  
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 term missing.  Thus, under ‘cordoning off’, competitive grant funding has an unambiguously positive relationship with S.

4. The Data
A dataset from the University of California (UC) at Berkeley was used to test Proposition 1 and auxiliary hypotheses – concerning differences between academic fields and concerning basicness versus appliedness.  The Sponsored Projects Office (SPO) of UC Berkeley supplied data for the seven-year period 1994-2000 (fiscal years) on funding received by departments and other research units of the campus.  The data set contains one dollar amount per combination of the following categories: research unit, sponsor type, activity type, funding type, and year.

For the purpose of hypothesis testing, each multi-year aggregate dollar figure is counted as one observation.  All figures are adjusted for inflation.
  The sponsor types include Federal, Non-Federal Governmental, Not-For-Profit, UC, and Industry.  The activity types include applied research, basic research, services, training, and other.  For this study, the only activity types of interest are applied research and basic research.  The funding types include grant, contract, and cooperative agreement, where the latter are for present purposes counted as contracts.  The grants were all awarded competitively.

For empirical analysis related to Proposition 3, we linked a funding dataset from the Current Research Information System (CRIS) of the U.S. Department of Agriculture to ranking data from the National Research Council (NRC) on chemistry departments and from Perry (1994; 1999) on agricultural economics departments.

CRIS contains a wealth of data on agricultural research funded by the USDA and affiliated government agencies.  Many of the research units identified in CRIS are not university departments.  Data from those that are university departments are often difficult to match with rating data.  For example, names of academic departments at various universities include Biochemistry and Microbiology; Anatomy, Physiology, and Cell Biology; Cellular and Molecular Biology; Molecular, Cellular and Developmental Biology; and several dozens more such variations.  These are not easily compatible with the NRC ratings (Goldberger et al. 1995) which cover areas such as Biochemistry and Molecular Biology; Cellular and Developmental Biology; Molecular Biology and Genetics; and Physiology.  To avoid such problems, we selected two fields for which CRIS data and rating data are more readily compatible: agricultural economics and chemistry.

There is a readily identifiable set of U.S. agricultural economics departments.
    While the NRC does not provide a ranking of agricultural economics departments, there are rankings available that use a similar methodology.  Perry conducted two surveys of agricultural economists, one in 1993 (Perry 1994), the other in 1999 (Perry 1999), asking them to rank the top 20 Ph.D. programs and top 10 M.S. programs in agricultural economics, using a scale from 1 to 5.  Perry then computed the average ratings of the programs and used them for separate rankings for Ph.D. and M.S. programs.  Programs that were not listed by sufficiently many respondents were excluded from these rankings.  The rankings do not take into account the number of responses.  For example, in 1999, Oklahoma State University is ranked 20th, based on an average rating of 2.84, and Washington State University is ranked 21st with an average rating of 2.81 (Perry 1999, Table 1).  However, 34 respondents listed Washington State, while only 25 respondents listed Oklahoma State.  It seems reasonable to let the 9 additional respondents of Washington State carry more weight than the 0.03 higher average rating of Oklahoma State.  Thus, my preferred method would be to multiply a department’s average rating by the number of respondents listing it, which yields the total score.  Perry recognizes this alternative ranking method (1994, fn.4), but does not use it in his tables.  Perry (1999, Table 6) finds an extremely high correlation of 0.977 between his 1999 and 1993 ratings.  The correlation between the alternative ratings, based on total score, for both years, is extremely high as well: 0.962.

The CRIS data used here span a ten-year period from fiscal year 1992 through fiscal year 2001.  Data are deflated so that all are in 1992 dollars.
  The data were aggregated twice: over projects per funding type per department, and over the ten-year period.  To match these data with the agricultural economics rating data, we took the average of each department’s ratings, based on total score, from 1993 and 1999, and used the resulting numbers as explanatory variable in my regression.  The extremely high autocorrelation between the 1993 and 1999 scores warrants this step.

We also compared rated with non-rated agricultural economics departments.  Of the departments included in Perry’s 1999 Ph.D. ranking, only one was not included in his 1993 ranking, namely Kansas State.  Perry excluded Kansas State in 1993 because it was listed by only 22 out of 62 respondents.  However, these gave Kansas State an average rating of 3.00 in 1993, which does not compare unfavorably with Georgia State, which was listed by 26 respondents but only rated 2.81 by them on average (Perry 1994, fn.5 and Table 1).
  Two agricultural economics departments appear on Perry’s 1999 M.S. ranking that do not have Ph.D. programs: Montana State and Arizona State.  We considered these to be “ranked” for the purpose of the dummy-based regression, even though they do not have a Ph.D. rating.  It makes sense to classify these two departments in this way because they are ranked high on the M.S. list: numbers 4 and 5 respectively out of 16 ranked programs (Perry 1999, Table 2).  In other words, they leave most departments that have Ph.D. programs behind them on this list.
The CRIS data set contains only two department names with the word “chemistry”: “Chemistry” and “Chemistry and Biochemistry.”  CRIS funding data were linked to data involving academic quality rating from an NRC study of research-doctorate programs in the United Sates (Goldberger et al. 1995).  The NRC ratings are based on reputational surveys among academics.  Respondents are asked to rate research-doctorate programs on a scale from 0 to 5 corresponding to verbal descriptions (e.g., “distinguished” corresponds to the highest rating, 5).  A “raw score” – the average of respondents’ ratings – is computed for each program.  Finally, the raw scores are converted into standardized ratings, with 50 points corresponding to the average raw score of all programs in a field, and 10 points added (subtracted) to this for each standard deviation above (below) the average. The NRC provides one ranking for chemistry departments (as opposed to rankings for multiple biology fields).  We included the “Chemistry and Biochemistry” departments and do not differentiate between them and the “Chemistry” departments.  Thus we matched all academic departments with either of these two names with the NRC ratings for chemistry.

5. Data analysis

The Berkeley data set was used for a test of Proposition 1 and auxiliary hypotheses.  One might estimate Proposition 1 with an ordinary least squares (OLS) regression, using the ratio of grant funding over grant funding plus contract funding (or “grant funding ratio”) as dependent variable and NRC rating as explanatory variable.  However, OLS estimation in this case has two shortcomings.  First, the grant funding ratio is constrained to the interval 
[image: image124.wmf]0

1

,

, making it likely for the true relationship to level off at either end, while predicted OLS values could fall outside of this interval.  Second, OLS estimation would give equal weight to observations with vastly different dollar amounts.  For these reasons OLS is not the ideal way to estimate the impact of various factors on the use of grants vis-à-vis contracts.  A weighted logistic regression appears to be more appropriate.  The logistic formula yields values between zero and one, approaching each extreme asymptotically (i.e., the “leveling off” property is satisfied).  Hence, this method addresses the first shortcoming.  The second shortcoming is dealt with through weighting.  Recall that there is one dollar figure for each multi-year observation.  These dollar amounts are used as weights.  This procedure predicts the probability that one dollar of research funding is awarded through a grant, conditioned on a number of characteristics of that dollar.  The weights were scaled so as to leave the number of observations – used for significance calculations – unchanged.

The dependent variable is a dummy that takes on value 1 if the funding type is grant, and value 0 if it is a contract.  Funding is aggregated over the seven-year period 1994-2000 for each combination of categories other than year.  All explanatory variables included in the regression are dummy variables.  The first seven dummies in Table 1 denote broad academic areas of research.  These dummies are included to control – and test – for area-specific fixed effects.  When all of these dummies equal zero, the area of research is Humanities, which encompasses inter alia history, journalism, and languages.  The seven other categories are Biological Sciences (“biology”), Economics and Business (“econ+bus”), Engineering, including medical engineering (“engineer”), Medical Sciences, excluding medical engineering (“medical”), Physical and Mathematical Sciences (“phy+math”), Social and Behavioral Sciences, excluding economics (“social”), and a residual category (“other”), which includes research units that cover several of these broad areas, or whose research mandates cannot be readily inferred from their names.  

The next four dummies, only featured in Table 1b, comprise a set of sponsor types; when all of these are 0, the sponsor type is Not for Profit.  These include Federal, Industry, Non-Federal Governmental (“nonfedgov”), and University of California (“UC”).  Last comes a binary dummy (“basic”) that takes on value 1 for basic research and value 0 for applied research.  

Table 1 reports a simple test of the association between basic research and grant funding.  In Table 1a, the “basic” dummy is strongly significant; in Table 1b, this dummy is significant at the 10% level, but not at the 5% level.  This implies that sponsor types differ in their propensity to fund basic rather than applied research.  The sponsor types in Table 1b pick up some of the relationship between the “basic” dummy and the “grant” dummy.  These results indicate a fairly strong to strong relationship between the use of grants (as opposed to contracts) and the funding of basic (as opposed to applied) research.

Next, consider proposition 1.  How to test the hypothesis that sponsor types with a stronger preference for quality over relevance will furnish a greater proportion of their funding in the form of grants?  The problem here is that the quality preference parameter q cannot be measured.  However, reasonable a priori conjectures can be made about differences in q among sponsor types.  We can expect q to correspond to the extent a sponsor type is likely to care about the public-good nature of research results.  Thus, among the sponsor types included here, Federal agencies – which service by far the largest group of constituents, namely the citizens of the United States, and which are more likely to care about the science and technology aspects of the country’s superpower status – can be expected to have the highest q.  Industry, on the other hand, which is driven by short- to medium-term profit considerations, and which will highly value specific research results, can be expected to have the lowest q.  The category of nonprofit non-governmental research sponsors encompasses a wide range of objectives, but can on average be expected to have a q somewhere between these two extremes.  The latter is the default category in this set of dummies.

It may be objected here that even federal government agencies may have strong utilitarian motivations.  This is stressed by Goldfarb (forthcoming), who notes that most federal research sponsors are mission-oriented and interested in specific research outcomes.  

Federal agencies sponsoring research are in fact likely to differ widely in this respect.  The National Science Foundation (NSF), Department of Energy (DOE) and National Institutes of Health (NIH) may well have a higher q than most other major federal research sponsors, such as NASA and the Departments of Defense, Commerce, and Agriculture (David Mowery, pers. com., and Goldfarb, forthcoming).  Unfortunately, the Berkeley data set does not differentiate between federal sources.  However, it should be kept in mind that federal sponsors are compared here with other categories, and it is still likely that, on average, they have higher q than these other categories.  For example, agencies like the NSF, DOE and NIH are probably more important at the federal level than at the state level.  Moreover, even the federal agencies that may have a lower q than these three agencies are still likely to have a higher q than their counterparts at the state level.  Research sponsored by the U.S. Department of Agriculture is more likely to have nation-wide significance for agriculture than otherwise similar research sponsored at the state level.  Such nationally relevant research is more likely to carry greater academic prestige.  As to industry-sponsored research, here the pressure for directly utilitarian results is still likely to be the greatest, due to pressures from shareholders and other financiers to maximize the rate of return of the sponsors’ investments.

Thus, proposition 1 can be translated into two hypotheses: that the Federal dummy is positively, and the Industry dummy negatively, related to the Grants dummy.  Both hypotheses are overwhelmingly confirmed in Table 1b.
  (See the z and P>|z| columns between the basic and other rows.)  Interestingly, the Non-Federal Governmental dummy comes close to the Industry dummy in having a very low odds ratio and a strongly negative relationship with the Grants dummy.  This indicates that agencies belonging to the State of California (in all likelihood the main component of this category) tend to have a strong preference – relative to Federal and non-governmental nonprofit Federal sponsors – for contracts, i.e. for specific research results.  The University of California dummy displays a strong positive relationship with the Grants dummy.  This result supports the assumption used in the theoretical part of this paper that academic policymakers are characterized by a strong emphasis on scholarly quality and prestige as opposed to practical or immediate relevance.

Finally, we estimated the relative propensity to use grants for broad academic categories (Table 1b).  Compared to the default category of Humanities, all other categories have a greater propensity to use contract funding (as can be seen by the string of negative values in the z column below the basic row), but only Physical and Mathematical Sciences and Engineering significantly so at any of the commonly used significance levels.  Engineering exhibits the strongest result here, which comes as no surprise; given the applied nature of engineering, research projects in this category are more likely than those in other categories to have narrowly focused objectives, which are amenable to inclusion in a contract as deliverables.
Next we turn to data analysis related to propositions 2 and 3.  Using the CRIS data set in combination with the Perry and NRC ratings, we conducted a series of regressions, using a different method, reflecting differences in the data.  In contrast to the Berkeley data set, CRIS contains data for multiple research institutions per discipline, but only accounts for a fraction of the funding received by each institution.  Thus CRIS cannot be used to construct grant funding ratios per institution.  On the other hand, CRIS lends itself for cross-institutional comparisons for each specific type of funding.

Results for chemistry are shown in Table 2 and for agricultural economics in Table 3.  For both fields, we conducted regressions for two types of funding: Cooperative Agreements and Other Contracts (in short, Contract Funding) and NRI Competitive Grants.  For agricultural economics, we conducted additional regressions for two further funding types: Special Grants and Other Grants.

Cooperative agreements are really a type of contracts.  NRI Competitive Grants differ from Special Grants in that the latter are not awarded competitively.  Instead, the latter are a subset of “earmark grants,” awarded through political processes in Congress, with Congress members acting on behalf of their home constituencies (pers. com. Allen Moore; Huffman and Just, 1994; de Figueiredo and Silverman, 2006; Krueger, 2005; Law and Tonon, 2006).  In other words, Special Grants are a form of so-called “pork barrel” spending.  Other Grants are awarded competitively, but they tend to cover more applied topics then do NRI Competitive Grants.  They are often more focused on particular commodities than are NRI Competitive Grants.  A typical example of the category “Other Grants” is a grant to the National Center for Peanut Competitiveness at the University of Georgia’s Department of Agricultural and Applied Economics.  Among the project’s objectives are the following: “To determine the economic efficiency of current and potential peanut production practices and to assess these alternatives in improving the overall competitiveness of US peanut production.”

The relevant subset of the CRIS data set only lists the departments that received funding of the types included.  In the case of agricultural economics, this yields a complete list of agricultural economics departments.  In the case of chemistry, there were many chemistry departments that were not listed in the funding data.  However, in contrast to Perry (1994, 1999), the NRC rankings (Goldberger et al. 1995) list all Ph.D. programs in each respective discipline.  For the chemistry regressions, we used this larger list.  The departments featured there that were not featured in the data set were simply assigned zero values for both types of funding for which we conducted regressions.  In the case of agricultural economics, there were sufficient data to conduct regressions for all four funding types.  For any one of these funding types there was a significant number of agricultural economics departments that did not receive funding in that category.  Here, again, we assigned zero values. 

Because of the large number of observations with zero values for the dependent variable in all of these regressions, we used Tobit regressions that are left-censored at zero.  Again, we used STATA to carry out these regressions.  All regressions feature funding of the various types as dependent variables, and rating-related variables as explanatory variables.

Table 2 contains the results for the chemistry regressions.  Of the chemistry departments that received funding listed in the CRIS data set, 58 are listed in the NRC rankings while 26 are not, presumably because they do not have Ph.D. programs.
  We did not conduct a dummy-based regression comparing the chemistry departments that received funding to the ones that did not because of the problems in identifying those departments that do not have Ph.D. programs and received zero funding but should be included in such as regression as chemistry departments with substantial research activities.  Thus, we only conducted regressions for the departments listed in the NRC rankings.

The regression of Contract Funding of chemistry departments on their ratings yields a clearly insignificant result (Table 2a).  Thus, higher rated chemistry departments do not appear to have an advantage in securing contract funding over lower rated ones.  The same appears to be true for NRI Grants Funding (Table 2b).  However, when the 168 chemistry departments ranked by the NRC are divided into 8 octiles of 21 departments each, ordered by their NRC ratings, a pattern does emerge (Table 2c).  Using the second octile as a base, we constructed binary dummies for each of the other octiles.  Among the seven dummies, the first-octile dummy is significantly related to NRI Grants Funding at the 2% level, whereas all other dummies are clearly insignificant.  Thus, the top-21 chemistry departments have an edge in securing NRI funding over the other departments, but rating does not matter in this regard when we only consider departments that are not in the top-21.  The same approach clearly does not yield a significant result for the Contract Funding.  (This table is omitted.)  Finally, we tested for a relation between rating and NRI Grants Funding in a regression restricted to departments in the top octile only (Table 2d).  The result here is clearly insignificant.

Table 3 lists the results of the agricultural economics regressions.  Here, all four funding types are represented.  As discussed in the previous subsection, the overall group of agricultural economics departments in the United States active in the research funding market was readily identifiable.  Thus, in contrast to the chemistry regressions, we could conduct additional regressions using a rated/non-rated dummy.  We thus conducted eight regressions, one for each combination of funding type and rating or rated/non-rated dummy.  The results of these are striking, in spite of the small sample size.  The two regressions for NRI Grant Funding yield clearly significant results.  Departments that are ranked by Perry (1994, 1999) have a very strongly significant edge over those that are not in securing NRI funding (Table 3c).  Furthermore, among the ranked departments, the higher-ranked ones are significantly more successful in obtaining NRI funding than the lower ranked ones at the 2% level (Table 3d).  Here is a difference with chemistry: Recall that the counterpart regression in Table 2d was clearly insignificant.  All of the other agricultural economics regressions yield very clearly insignificant results.  The two other categories of grants in the CRIS database, Special Grants and Other Grants, are not awarded preferentially to departments that are ranked or ranked more highly (Tables 3e, 3f, 3g and 3h).  This can be explained as follows.  Special Grants are dependent on political processes and are presumably awarded to departments that have better Congressional connections, which are not necessarily the ones that are more highly ranked.  Other Grants, in contrast, are awarded competitively, but as pointed out above tend to fund projects that are more applied in nature than the ones funded by NRI grants.  As in the chemistry regressions, Contract Funding (which, as far as economics departments are concerned, is confined to Cooperative Agreements) is very clearly not significantly related to academic rating (Tables 3a and 3b).

How to interpret the chemistry and agricultural economics regressions in light of Lemma 3 and Proposition 3?  Since the only regressions that yield significant results are those relating grant funding (albeit of one type, namely NRI grants) to academic rating, while those for contract funding are all clearly insignificant, it can be concluded that departments that are more highly rated tend to rely to a greater extent on grant funding relative to contract funding than do those that are less highly rated.  Higher-ranked departments tend to have an absolute and comparative advantage in more basic research and perhaps an absolute – but certainly markedly less pronounced – advantage in more applied research.  Thus incentives are aligned so that higher-ranked departments tend to pursue more basic research agendas.  However, there are two nuances to this overall pattern.  First, the advantage of higher ranking in securing grants may belong only to an elite group of departments vis-à-vis other departments in the same discipline, and may not apply to comparisons within that elite group or among the rest of the departments.  This is the pattern observed among chemistry departments, but not among agricultural economics departments, where a higher rating tends to confer an advantage in securing grant funding even among the elite group of departments.  Second, there are certain types of funding called “grants” that do not conform to the theoretical analysis of section 1 because they are allocated through political processes or because they tend to be used for highly applied research.

Several objections may be raised to the CRIS data analysis.  The regression results have low explanatory power (reflected, albeit imperfectly, by low values of the “pseudo-R2” in the tables).  However, this is only moderately disturbing, as these regressions are conducted with the exclusive purpose of examining the relationship between funding of the various types and academic rating.  Omitted variable bias is only a concern when the missing explanatory variables are highly correlated with the included ones.  We are aware of two variables that may be useful (but not easy to obtain and match with the time dimension of our data): department size and overhead markup.  The former is probably correlated with reputation.  Inclusion of department size would allow for a decomposition into scale and productivity effects.  In the present analysis, the S variable represented by rating should thus be seen as a compound of scale and productivity.  The overhead markup differs markedly across universities (Sundberg, 1994), but there is no indication it is correlated with rating.

While the number of observations reported in these regressions is low, the data were obtained by several aggregations over far larger amounts of observations.  Furthermore, the insignificance results are all far from any conventional level of significance, while the significant results are generally strong.

6. Conclusions
This paper is intended to enrich the innovation systems literature by explicitly addressing the basic/applied tradeoff in academic research.  While neoclassical economics has its limitations, it is ideally suited to analyze tradeoffs and decompose behavioral responses to incentives into multiple effects.  The framework developed here shows that basic/applied complementarities and tradeoffs can coexist, and thus may help reconcile – or even integrate – several strands of literature that emphasize one or the other.  This framework also links multiple levels of analysis: on the nature of research (basic versus applied) and research agendas; different types of funding instruments (grants versus contracts); academic inputs and rankings; and the interaction of sponsors’ and researchers’ objectives.
Two key propositions are developed: one (proposition 1) stating that sponsors with a greater preference for basic research outputs will rely to a greater extent on grant (vis-à-vis contract) funding, and one (proposition 3) stating that the relationship between scholarly input and contract/grant funding is ambiguous and can be decomposed into several effects.  Proposition 1 is tested and confirmed (relying on a priori assumptions on differences in preferences between different categories of sponsors).  Along with proposition 1, auxiliary hypotheses – on the differential use of grants versus contracts being related to (a) basicness versus appliedness and (b) differences between broad areas of academic research – also yield significant empirical results.

An additional conceptual contribution of this paper concerns the fungibility between grants and contracts, which more generally characterizes cases of partial goal convergence between sponsors and beneficiaries and hybrid gift/exchange relationships.

Proposition 3 exhibits an interesting asymmetry between grants and contracts due to which – in spite of the opposing effects – the combination of empirical results obtained can still be interpreted as conveying information on absolute and comparative advantage.  However, this part of the empirical analysis is of a more preliminary nature due to data limitations.  These limitations are, in turn, mostly due to the usage of reputational data at the department level, due to which much more detailed funding data on individual researchers can only be used in aggregated form and are therefore not fully exploited.  A planned follow-up research project seeks to (a) employ alternate measures of scholarship at the individual level and (b) link these and the funding data to detailed output measures (publications, citations).
Key simplifying assumptions of the model (single period; single sponsor; perfect certainty) all point to future theoretical extensions.  For example, it can be converted into a moral hazard model by allowing for uncertainty [reference to companion working paper].  On the empirical side, there is ample scope for further surveys of sponsors’, researchers’ and administrators’ objectives (building on Jensen and Thursby, 2001) and multi-output production function estimation (building on Foltz, Barham and Kim, 2007) incorporating other outputs such as teaching and extension.  A more complete literature on these aspects will hopefully inform future analyses of policy choices involving multiple funding instruments such as licensing, formula funding, grants and contracts (building on Jensen and Thursby, 2001; Thursby, Thursby, and Gupta-Mukherjee, 2007; Rubinstein et al., 2003; Huffman and Just, 2000; and Huffman and Evenson, 2006). 
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Figure 1:  Research Production Possibility Frontier
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Figure 2: No Basic/Applied Tradeoff
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Table 1. Logit Regression of Berkeley Data 

​____________________________________________________________

Table 1a: Excluding Sponsor Types
Logit estimates                                   Number of obs   =        846

                                                  LR chi2(8)      =     205.73

                                                  Prob > chi2     =     0.0000

Log likelihood = -439.51121                       Pseudo R2       =     0.1897

------------------------------------------------------------------------------

   grant | Odds Ratio   Std. Err.       z     P>|z|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

 biology |   .3763413    .450977     -0.816   0.415       .0359394    3.940877

econ+bus |   .1949227   .2559106     -1.245   0.213       .0148708    2.554994

engineer |   .0486249   .0576404     -2.551   0.011       .0047625    .4964553

 medical |   .5191397   .6313408     -0.539   0.590       .0478755    5.629307

   other |   .1375704   .1735719     -1.572   0.116        .011603    1.631104

phy+math |   .1481606   .1761028     -1.606   0.108       .0144212    1.522178

  social |   .3238656   .4000634     -0.913   0.361       .0287671    3.646143

   basic |   4.279016   .8824831      7.049   0.000       2.856251    6.410494

______________________________________________________________________________

______________________________________________________________________________

Table 1b: Including Sponsor Types

Logit estimates                                   Number of obs   =        846

                                                  LR chi2(12)     =     424.59

                                                  Prob > chi2     =     0.0000

Log likelihood = -330.08309                       Pseudo R2       =     0.3914

------------------------------------------------------------------------------

   grant | Odds Ratio   Std. Err.       z     P>|z|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

 biology |   .3902568   .5284148     -0.695   0.487       .0274668     5.54489

econ+bus |   .1442988   .2160299     -1.293   0.196       .0076723    2.713925

engineer |   .0247057   .0328275     -2.785   0.005       .0018271    .3340616

 medical |   .2084179   .2843624     -1.149   0.250       .0143737    3.022052

   other |   .2307072   .3467671     -0.976   0.329       .0121242     4.39005

phy+math |   .0538298   .0715563     -2.198   0.028       .0039766    .7286699

  social |   .2909015   .4045306     -0.888   0.375       .0190571    4.440537

 federal |   4.030238   1.076488      5.218   0.000       2.387659    6.802821

industry |   .0082406   .0097484     -4.056   0.000        .000811    .0837356

nonfedgov|   .0291361   .0226413     -4.550   0.000       .0063529    .1336253

      UC |   6.227311   3.806123      2.992   0.003       1.879523    20.63258

   basic |   1.657266   .4430105      1.890   0.059       .9814184    2.798533

______________________________________________________________________________ 

Source: UC Berkeley Sponsored Projects Office
Table 2.  Tobit Regressions of Funding of Chemistry Departments

Dependent variable is Contract funding or Grant funding from 1992 through 2001 in constant 1992 dollars.

Sources: CRIS data set; NRC rankings

a. Contract funding on Rating








  Number of obs   =        168

                                                 LR chi2(1)      =       1.36

                                                 Prob > chi2     =     0.2438

Log likelihood = -231.54975                      Pseudo R2       =     0.0029

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |    69582.7   62066.16      1.121   0.264      -52952.72    192118.1

   _cons |  -816683.2     263608     -3.098   0.002       -1337117   -296249.5

---------+--------------------------------------------------------------------

Obs. summary:       154 left-censored observations at Contract funding = 0

                     14 uncensored observations

b. NRI grants funding on Rating (for all observations)

  







Number of obs   =        168

                                               LR chi2(1)      =       1.38

                                               Prob > chi2     =     0.2398

Log likelihood = -671.08583                    Pseudo R2       =     0.0010

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |   32598.55   27875.04      1.169   0.244      -22434.33    87631.42

   _cons |  -273487.1   89251.35     -3.064   0.003      -449693.5   -97280.78

---------+--------------------------------------------------------------------

Obs. summary:       124 left-censored observations at NRI grant funding = 0

                     44 uncensored observations

Table 2 (continued)

c. NRI grants funding on Octile dummies of rating
                                


Number of obs   =        168

                                               LR chi2(7)      =       8.72

                                               Prob > chi2     =     0.2730

Log likelihood =  -667.4143                    Pseudo R2       =     0.0065

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

     oc1 |     283833     118188      2.402   0.017        50434.4    517231.6

     oc3 |   52959.93   126460.6      0.419   0.676      -196775.5    302695.4

     oc4 |   108852.7   123115.1      0.884   0.378        -134276    351981.3

     oc5 |   165079.6   120854.6      1.366   0.174      -73584.96    403744.1

     oc6 |   163074.4   120902.3      1.349   0.179       -75684.4    401833.3

     oc7 |   98795.44   122631.8      0.806   0.422      -143378.9    340969.7

     oc8 |   76270.59   125404.6      0.608   0.544      -171379.4    323920.6

   _cons |    -305047   102381.4     -2.980   0.003      -507230.6   -102863.5

---------+--------------------------------------------------------------------

Obs. summary:       124 left-censored observations at NRI grant funding = 0

                     44 uncensored observations

d. NRI grants funding on Rating (for observations in top octile only)









Number of obs   =         21









LR chi2(1)      =       0.08

                                               Prob > chi2     =     0.7777

Log likelihood = -146.55609                    Pseudo R2       =     0.0003

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |  -51519.19   182674.1     -0.282   0.781      -432570.6    329532.2

   _cons |   211653.5   801673.2      0.264   0.794       -1460607     1883914

---------+-------------------------------------------------------------------- 

Obs. summary:        11 left-censored observations at NRI grant funding = 0

                     10 uncensored observations

Table 3. Tobit Regressions of Agricultural Economics Funding

Dependent variable is funding of several types (Cooperative agreements, NRI grants, Special grants, and Other grants) from 1992 through 2001 in constant 1992 dollars. Explanatory variable is either a rated/non-rated dummy or rating.

Sources: United States Department of Agriculture (USDA) CRIS data set; Perry (1993,1999) 

a. Cooperative agreements funding on Rated/non-rated dummy








  Number of obs   =         56

                                                 LR chi2(1)      =       0.01

                                                 Prob > chi2     =     0.9252

Log likelihood = -342.58035                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

   dummy |   5155.743   54958.37      0.094   0.926      -104983.3    115294.8

   _cons |  -52708.16   41205.78     -1.279   0.206      -135286.4    29870.07

---------+--------------------------------------------------------------------

Obs. summary:        32 left-censored observations at Coop. agr. funding = 0

                     24 uncensored observations

b. Cooperative agreements funding on Rating
  







  Number of obs   =         22

                                                 LR chi2(1)      =       0.42

                                                 Prob > chi2     =     0.5193

Log likelihood = -148.65261                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |    197.004   307.8771      0.640   0.529      -443.2614    837.2694

   _cons |  -36716.51   61265.45     -0.599   0.555        -164125    90691.98

---------+--------------------------------------------------------------------

Obs. summary:        11 left-censored observations at Coop. agr. funding = 0

                     11 uncensored observations

Table 3 (continued) 

c. NRI grants funding on Rated/non-rated dummy 

                                      

Number of obs   =         56

                                            
LR chi2(1)      =      16.54

                                             
Prob > chi2     =     0.0000

Log likelihood = -675.00893                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

   dummy |   418920.3   96518.45      4.340   0.000         225493    612347.6

   _cons |   157906.8   64680.99      2.441   0.018       28283.15    287530.4

---------+--------------------------------------------------------------------

Obs. summary:         9 left-censored observations at NRI grants funding = 0

                     47 uncensored observations

d. NRI grants funding on Rating 

                                      

  Number of obs   =         22

                                                 LR chi2(1)      =       5.71

                                                 Prob > chi2     =     0.0169

Log likelihood =  -299.9788                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |   2814.657   1113.142      2.529   0.020       499.7505    5129.563

   _cons |   107217.5   211106.8      0.508   0.617        -331803    546238.1

---------+--------------------------------------------------------------------

Obs. summary:         1 left-censored observation at NRI grants funding = 0

                     21 uncensored observations 

Table 3 (continued)
e. Special grants funding on Rated/non-rated dummy 

                                      

  Number of obs   =         56

                                                 LR chi2(1)      =       0.08

                                                 Prob > chi2     =     0.7743

Log likelihood = -412.72595                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

   dummy |   80767.15   281245.6      0.287   0.775      -482861.6    644395.9

   _cons |  -195336.4     199496     -0.979   0.332      -595135.4    204462.6

---------+--------------------------------------------------------------------

Obs. summary:        30 left-censored observations at Special grants funding = 0

                     26 uncensored observations

f. Special grants funding on Rating
                                      

Number of obs   =         22

                                            
LR chi2(1)      =       0.83

                                            
Prob > chi2     =     0.3609

Log likelihood = -174.88284                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |   3154.934   3424.735      0.921   0.367      -3967.194    10277.06

   _cons |  -644563.1   674106.1     -0.956   0.350       -2046444    757317.4

---------+--------------------------------------------------------------------

Obs. summary:        11 left-censored observations at Special grants funding = 0

                     11 uncensored observations

Table 3 (continued)
g. Other grants funding on Rated/non-rated dummy 

 







  Number of obs   =         56

                                                 LR chi2(1)      =       0.38

                                                 Prob > chi2     =     0.5365

Log likelihood =  -295.5208                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

   dummy |  -231514.7   371766.8     -0.623   0.536      -976551.9    513522.6

   _cons |  -443123.5   293417.5     -1.510   0.137       -1031145    144898.3

---------+--------------------------------------------------------------------

Obs. summary:        38 left-censored observations at Other grants funding = 0

                     18 uncensored observations

h. Other grants funding on Rating
 

                                     Number of obs   =         22

                                                LR chi2(1)      =       0.40

                                                Prob > chi2     =     0.5286

Log likelihood = -123.71015                       

------------------------------------------------------------------------------

         |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

---------+--------------------------------------------------------------------

  rating |   1065.805   1733.346      0.615   0.545      -2538.886    4670.495

   _cons |  -342080.8   369137.4     -0.927   0.365       -1109744    425582.3

---------+--------------------------------------------------------------------

Obs. summary:        14 left-censored observations at Other grants funding = 0

                      8 uncensored observations
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� An early version of parts of this paper appeared as a Ph.D. dissertation chapter.  I am indebted to David Zilberman who, in his capacity as my oral examination chair, provided the basic idea that got this paper started.  My other oral committee members, Ethan Ligon, Dave Mowery, and Dick Norgaard, as well as my advisor, Brian Wright, also gave good comments.  Later versions benefited from discussions with George Frisvold and Greg Graff.  Vina (Zhiwei) Liu provided valuable research assistance.  This paper would not have been possible without two separate data sets for which I depended on Joyce Friedman and Neil Maxwell of the Sponsored Projects Office at UC Berkeley, and on Allen Moore and Dennis Unglesbee, CRIS staff members at the USDA.  My understanding of these data was also helped by conversations with Cherisa Yarkin of the Office of the President of UC and Kelly Day-Rubinstein of USDA-ERS. Participants at seminars at Australian National University, Colorado State University, the University of Colorado, and the University of Arizona, provided insightful feedback.  I remain responsible for any errors or omissions.





� For an empirical test of differences between areas of academic research, see the discussion of Table 1b below.


� Allowing for throwing away research results, the PPF becomes a rectangle, with horizontal and vertical segments replacing the upward-sloping ones.


� (Reference to a working paper)


� Inclusion of budgets as utility arguments would also make sense in describing the behavior of university administrators and technology transfer managers.  A clear differentiation between these and research units or researchers (as in Jensen and Thursby, 2001) is not a focus of the present paper.


� For a comment on why proofs are more complicated in this case, see the discussion of equation (1) below.


� Absent this assumption or any other choice rule, one would have to assume a uniform distribution over the set of optimal C.  This assumption ensures that the lower bound of this choice set is chosen; relaxing it would imply that – in expectation – its midpoint, which varies monotonically with the lower bound, is chosen instead. Thus, relaxing this assumption would not affect the main propositions.


� In obtaining the following results, we will ignore certain corner solutions.  Allowing for these would increase clutter but would not substantially change the results.  (These would involve weak inequalities rather than strict ones.) 


� Given that �EMBED Equation.DSMT4���is fixed, phrasing the proposition in terms of proportions is equivalent to phrasing it in terms of amounts. 


� The modeling implications of a more active interpretation of competition are worth exploring.


� S is now a convenient index or ‘name’ for the units themselves.


� The derivations of the marginal effects on the funding proportions �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� involve more clutter without adding significant insight.


� All that can be established in terms of the relative magnitude of these effects is � EMBED Equation.DSMT4  ��� and � EMBED Equation.DSMT4  ���.


� For this purpose, we chose the U.S. Bureau of Labor Statistics’ Employment Cost Index. 


� While there is some diversity in department names, the relevant departments all have similar histories as agricultural economics departments at Land Grant universities.  It is exactly clear which departments Perry (1994; 1999) is referring to.


� Using the Bureau of Labor Statistics’ Employment Cost Index.


� On the other hand, there was a large gap between the Ph.D. programs ranked in Perry (1999) plus Kansas State and the other Ph.D. programs in terms of number of respondents listing the department.


� The hypothesis that industry is, more than other sponsors of academic research, inclined to use contracts rather than grants, is confirmed by Geiger’s (1992) observations.


� We lumped together the CRIS categories “USDA Cooperative Agreement,” “Cooperative Agreement,” and “USDA Contract” under “Cooperative Agreements and Contracts.”  We included the CRIS category “CSREES Grant Program” under “Other Grants.”  We did not consider various types of so-called formula funds, funds allocated by formula to states, universities, and agricultural experiment stations.  These are not suitable for tests of our hypotheses.  Part of them may arrive at university departments ‘automatically’ (i.e. by formula as well), and part of them may be allocated as competitive grants by agricultural experiment stations to academic departments, but the CRIS data set does not provide this information.


� According to the project description on CRIS website (Accession Number 0190721).


� These include mostly four-year colleges like Mills College in Oakland, California, and universities serving certain regions within states, such as Eastern Oregon University.  An exception is the University of Arizona, a major research university which does not appear in the 1995 NRC ranking of chemistry Ph.D. programs.
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