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1. Introduction

Modelling and simulation of plankton community dynamics in lakes is considered to be the domain of deductive process-based modelling. Ordinary differential equations (ODE) are traditionally used for the simulation of temporal dynamics of *'key' state variables* (e.g. Park et al., 1974; Benndorf and Recknagel, 1982; Arhonditis and Brett, 2005), and partial differential equations (PDE) are used for the simulation of spatio-temporal dynamics of *'key' state variables* (e.g. Hamilton and Schladow, 1997; Mao et al., 2008; Gal et al., 2009). ODE are site-specifically calibrated and validated by continuously monitored water quality data and normally don’t require *ad hoc* monitoring but fail to give insights into spatial dynamics. By contrast, PDE need to be calibrated and validated for close-mashed vertical and horizontal grids that require extensive *ad hoc* monitoring for the benefit of simulating 2- or 3-dimensional lake behaviour. Scenario analysis, supported by both approaches informs hypotheses testing and medium- to long-term management decisions.

Both, the ODE and the PDE modelling approach have several short comings. Firstly, the current knowledge on processes that determine mass balances of nutrients, phytoplankton phyla and zooplankton functional groups is rather vague, and process equations are largely statistically fitted rather than deduced from causal knowledge. That in turn leads to rigid model structures that are *ad hoc* calibrated for specific lake sites. Secondly, the current knowledge on species specific processes that determine mass balances and food—web interactions of plankton genera or species is limited, and — in terms of parameter requirements — cause a level of complexity that can hardly be comprehended and managed. This applies in particular to PDE models where additional transport processes between grid cells need to be calibrated and validated by spatio-temporal monitoring data.

Overall properly validated process-based lake models serve as powerful tools for scenario analysis, but face severe constraints in terms of rigidity, complexity and operability.
Novel computational concepts provide opportunities to overcome some constraints of process-based modelling. To overcome model rigidity, Recknagel et al. (2008a,b) applied object-oriented programming to build a library of alternative process models for algal growth and grazing, zooplankton growth and predation etc. which allows to identify best performing model structures for lakes and lake categories. It allows running and testing alternative process models in the framework of a process-based lake model. Resulting dynamic model structures served both, optimum model design and model generalization for lake categories as demonstrated for warm-monomictic hypotrophic lakes in South Africa, dimictic mesotrophic and dimictic eutrophic lakes in Germany (Recknagel et al., 2008a,b). Cao and Recknagel (2009) embedded evolutionary algorithms into categorized process-based models to evolve optimal process equations previously statistically fitted, and optimum temperature and nutrient functions as substitutes for constant parameters. Both approaches improved structural flexibility and generality of ODE models, but did not achieve operationality.

Model operationality becomes of growing importance since in situ sensor technology puts lakes into online surveillance mode and generates instantaneous data suitable for short-term forecasting by comparing lake model predictions. Inductive modelling by evolutionary computation proves to be superior in developing operational models as demonstrated by 7-day-ahead forecasting models for the tropical cyanobacterium *Cylindrospermopsis* models as demonstrated by 7-day-ahead forecasting models for the tropical cyanobacterium *Cylindrospermopsis* developed from four years of on-line monitored water quality data of the Wivenhoe Reservoir, Australia (Recknagel et al., 2014). Model operationality is of growing demand, as implied in the scope of international initiatives such as COST NETLAKE (https://www.dkit.ie/netlake/action-details) and GLEON (http://www.gleon.org/).

The present model ensemble for plankton community dynamics in Lake Kinneret (Israel) has been designed through inductive reasoning by evolutionary computation. It utilizes electronically-measurable predictor variables (EMPV) such as water temperature, pH, turbidity, electrical conductivity, dissolved oxygen and cascade-wise predicts: firstly, the total nitrogen to total phosphorus ratio TN/TP from EMPV; secondly, chlorophyll, baccilariophyta, cyanophyta and dinophyta from EMPV and predicted TN/TP; and thirdly, rotifera, cladocera and copepoda from EMPV, predicted TN/TP as well as from predicted chlorophyll, baccilariophyta, cyanophyta and dinophyta. The proposed approach opens the prospect to implement and run model ensembles for forecasting phyto- and zooplankton community dynamics in real-time mode.

2. Materials and methods

2.1. Data of Lake Kinneret

The meso-eutrophic monomictic Lake Kinneret (Sea of Galilee) is located in northern part of Israel and supplies 30–50% of Israel’s freshwater. It covers an area of ~170 km² and its maximum depth ranges between 39 and 44 m due to seasonal changes in rainfall and water consumption. Lake Kinneret receives most of its water and allochthonous nutrients from the northern Jordan River.

The lake has been monitored regularly since 1969 on weekly and biweekly bases. In this paper we illustrate how the dynamics of major plankton components between 1988 and 1999 can be associated with electronically-measurable ecosystem variables (Table 1). Data on biological, chemical and physical parameters of Lake Kinneret were collected by the Kinneret Limnological Laboratory at a central station: data on chemical and hydrological parameters of the Jordan River were monitored by the Mekorot Water Company. In Lake Kinneret most of variables measured at several standard depths were averaged over the upper 10 m layer where most of the algal community develops. Monitoring of water temperature and estimation of epilimnion depth is described by Rimmer et al. (2011). Chemical parameters in Lake Kinneret and Jordan River were measured using standard procedure (APHA, 1998; Nishri, 2011). Phytoplankton and zooplankton abundances were estimated for the upper oxygenated layer and described by Zohary (2004) and Gophen (1972), respectively. Phytoplankton was categorized based on the following phyla: cyanophyta, dinophyta, chlorophyta, and, baccilariophyta (diatoms). Zooplankton was categorized using systematic affiliation (copepoda, cladocera and rotifera). Chemical analyses were performed by the Watershed Unit, Mekorot Water Company.

2.2. Design of the model ensemble

Fig. 1 illustrates the design of the model ensemble that cascade-wise predicts TN/TP from electronically-measurable predictor variables (EMPV), then chlorophyll, baccilariophyta, cyanophyta and dinophyta from EMPV and predicted TN/TP, and finally rotifera, cladocera and copepoda from EMPV, predicted TN/TP and predicted chlorophyll, baccilariophyta, cyanophyta and dinophyta.

The underlying models are induced by the hybrid evolutionary algorithm HEA (Cao et al. 2013) that has been previously successfully applied for predictive modelling of cyanobacteria growth for a variety of lakes and rivers worldwide (e.g. Chan et al., 2007; Kim et al., 2007; Recknagel et al. 2008a,b) as well as for the identification of ecological thresholds and relationships determining cyanobacteria growth (Recknagel et al., 2013, 2014). It combines genetic programming (GP) for structure optimizing and differential evolution (DE) for parameter optimization of evolved models (see Fig. 2). Alternative inductive modelling techniques either fail to perform fairly accurate short-term forecasting such as decision trees or fail to explicitly disclose models and thresholds such as artificial neural networks (Recknagel et al., 2002).
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Fig. 1. Model ensemble for the prediction of TN/TP, the phytoplankton phyla bacillariophyta, chlorophyta, cyanophyta, dinophyta, and the zooplankton groups cladocera, copepoda, rotifera by HEA solely based on electronically-measurable predictor variables (EMPV).

Fig. 2. Design and functioning of the hybrid evolutionary algorithm HEA (Recknagel et al., 2013).
The fitness of each model is evaluated by the root mean squared error (RMSE) between the measured training data and the predicted data by the model defined as:

$$Fitness = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (\hat{y}_i - y_i)^2}.$$  

The models’ performances are measured by means of coefficients of determination ($R^2$). However in accordance with Bennett et al. (2013), the visual comparison between measured and calculated data proved to be the most relevant approach for the validation of models related to this highly complex data.

The software HEA automatically carries out sensitivity analyses for the input variables of each discovered model. It calculates output trajectories separately for each input range (mean ± SD) by keeping remaining input variables constant at mean values. Resulting sensitivity curves visualise the output trajectories in percentage terms (0–100%) within their range of each input.

HEA induces models from data patterns. It therefore requires cleansed and formatted cross-sectional or time-series data that are representative for the system to be modelled both in terms of number of observations and of relevance for the modelling purpose. Daily data interpolation is required in order to match dissimilar monitoring frequencies between physical, chemical and biological data, and to allow short-term forecasting for days ahead. Ecosystem evolution requires that models become regularly revised by updated data.

3. Results

Fig. 6 illustrates the best-performing model (Fig. 6a) and daily forecasting results of the TN/TP ratio (Fig. 6b) in Lake Kinneret for 11 consecutive years from 1988 to 1999. The model selected COND, WT, DO and TURB as predictor variables. It achieved a low coefficient of determination ($R^2$) of 0.28 and the predicted trajectories fail to approximate seasonal dynamics of TN/TP. However the trajectories clearly distinguish between years with high ratios such as 1992 and 1993 and years with low ratios such as 1989, 1997 and 1998.
The threshold condition of the model in Fig. 7a predicts chlorophyta biomass greater than 10 g/m² by DO and TN/TP conditions, and biomass lower than 12 g/m² by WT and TURB conditions. As the sensitivity analyses (Fig. 7b,c) suggests, chlorophyta concentrations are negatively correlated with DO, TURB and TN/TP, and positively correlated with WT. Despite a relatively low $r^2 = 0.34$, the model predicts reasonably well the timing and magnitudes of peak concentrations of chlorophyta (Fig. 7d).

The dinophyta model (Fig. 8a) predicts high concentrations for WT $\leq 24.5$ °C depending on COND and TURB conditions and low concentrations for WT $> 24.5$ °C depending on WT conditions. The model predicts for the majority of the ten years the timing and magnitudes of peak concentrations of chlorophyta well that is also reflected by a rather high $r^2 = 0.6$ (Fig. 8d).

The threshold condition of the cyanophyta model (Fig. 9a) predicts high concentrations up to 80 g/m² by TURB, COND and TN/TP, and lower concentrations up to 30 g/m² by pH, DO, TURB and WT conditions. As the sensitivity analyses (Fig. 9b,c) suggest, in this model cyanophyta concentrations are negatively correlated with COND and positively correlated with DO $> 8.5$ mg/l and the remaining predictor variables. The model achieved an $r^2 = 0.42$ and predicts reasonably well the major peak concentrations in 1994 and
1995 but underestimates the magnitudes of medium—high concentrations between 1997 and 1999 (Fig. 9d).

The bacillariophyta model (Fig. 10a) predicts high concentrations for PH < 8.3 by DO, PH, WT and TURB conditions, and low concentrations up to 50 g/m² for PH > 8.3 by TURB conditions. As the sensitivity analyses (Fig. 10b,c) are revealing, in this model bacillariophyta concentrations are negatively correlated with WT > 17 °C and TURB, and slightly positively correlated with a DO and PH. The model achieved an $r^2 = 0.44$ and predicts well the timing and magnitudes of peak concentrations of bacillariophyta in 1988, 1996 and 1997 but underestimates peak concentrations in 1998 (Fig. 10d).

Fig. 11 documents the rotifer model that predicts high individual numbers depending on DO, dinophyta and cyanophyta, and lower individual numbers by DO and dinophyta. As the sensitivity analyses (Fig. 11b,c) reveal, the model correlates rotifers negatively with cyanophyta, neutrally with DO, and both, positively and negatively with dinophyta. The model achieved a coefficient of determination ($r^2$) of 0.45 and predicted well the peak density from 1994 to 1997 and in 1999, but mismatched peak numbers in 1988 and 1993.

The model in Fig. 12 predicts high or low individual numbers of cladocera depending on threshold condition cyanophyta of about 30 g/m². If the cyanophyta concentration is above this threshold...
then predicted cladocera density is below 120 Ind/L, if it is below the threshold then predicted cladocera density is greater than 120 Ind/L. The input sensitivities in Fig. 12b, c indicate that cladocera is negatively correlated with chlorophyta concentrations and neutrally correlated with DO. Achieving a coefficient of determination \( r^2 \) of 0.24 only, is reflected by poor prediction results between 1988 and 1994 failing to match observed dynamics of cladocera abundance. Results for the following years 1995–1999 are still poor whereby at least timing and magnitudes of the highest individual numbers observed in 1997 and 1998 are well predicted.

The model in Fig. 13 predicts high or low copepod density depending on the alternative threshold conditions cyanophyta of 3.6 g/m² or chlorophyta of 6 g/m². If biomasses of the two phyla don’t exceed these threshold conditions, then predicted copepoda density is lower than 160 Ind/L, otherwise are higher than 160 Ind/L. The input sensitivities in Fig. 13b, c suggest that copepoda is negatively correlated with DO and PH, and positively correlated with COND and bacillariophyta biomass. The model achieves an \( r^2 = 0.41 \) and matches well observed dynamics of copepoda density between 1994 and 1999 with less satisfying results for the years before.
4. Discussion

The model ensemble evolved from electronically-measurable predictor variables (EMPV) by the hybrid evolutionary algorithm HEA has demonstrated its capacity to simulate seasonal and interannual plankton community dynamics in Lake Kinneret over 10 years. The model for TN/TP had a relatively low coefficient of determination ($r^2$) of 0.28 but still matched major features of seasonal and interannual dynamics. It is interesting that the model suggests that TN/TP is strongly correlated with DO and WT pointing at seasonal differences in external nutrient loadings, which can be associated with microbial nutrient recycling and nutrient uptake by phytoplankton.

The models for the four phytoplankton phyla showed reasonably good validity in terms of forecasting timing and magnitudes of peak biomasses of the phyla over the ten-year period. The best result has been achieved for dinophyta with an $r^2 = 0.6$ that is based on a model limiting high growth events by the threshold condition

\[
\text{WT} < 25 \degree \text{C}
\]

Recknagel et al. (2013) discovered a slightly higher water temperature of 25.5 \degree C as threshold above which the
development of dinophyta biomass is inhibited, and explained it by findings of Berman-Frank et al. (1994), that unrestrained metabolism is susceptible to warming because at an increased temperature the supply of CO₂ for photosynthesis in water to the cell surface is reduced. Therefore, warmer waters increase the rate at which resources are needed for both routine metabolism and for achieving maximum growth rate (Atkinson et al., 2003).

The chlorophyta model suggested strong negative correlations with both, DO and TURB. The finding for TURB may relate to inhibitive underwater light condition by turbid waters during rain events or shading effects during algal mass developments. The sensitivity analysis also reveals a positive correlation between chlorophyta and TN/TP ratios up to 20, but inhibitory effects of higher ratios. This finding may hint to periods of nitrogen limitation as observed by Berman et al. (1995). The sensitivity analysis displayed a strong inhibitory correlation of bacillariophyta at WT > 17 °C, i.e. at time when the lake becomes thermally stratified. Recknagel et al. (2013) linked similar findings to bacillariophyta’s dependence on lake turnover in winter and spring for minimizing biomass losses by cell sedimentation.

---

**Fig. 10.** Bacillariophyta model: a) Rule structure; b) THEN-branch input sensitivity; c) ELSE-branch input sensitivity; d) Model validation.
The models for three zooplankton groups predicted well seasonal and interannual dynamics of rotifers and copepoda but failed to achieve valid prediction results for cladocera. A positive correlation of rotifers was observed for dinophyta concentrations up to \(\approx 130 \text{ g/m}^2\) that turned inhibitory at concentrations above 130 g/m². Strong negative correlations were found between cladocera and chlorophyta possibly reflecting high grazing losses of chlorophyta at times of high cladocera densities.

5. Conclusions

Lake modelling as tool for synthesizing complex limnological data, elucidating ecological relationships and informing sustainable management has a long history starting in the 1960s with the first inductive lake model by Vollenweider (1976), and the first deductive lake ecosystem model by Parker (1968). Since then hundreds of lake models have been developed by gradually sophisticating inductive and deductive methods that, however, are still just used for ‘sand-box game’ like experiments on ever-advancing computer platforms.

The present approach addresses the demand for operational models in view of the rapidly advancing in situ sensor technology that puts lakes into online surveillance mode. It demonstrates that evolutionary computation has the capacity to develop model ensembles for lake ecosystems that are solely based on in situ predictor variables. The model ensembles can be implemented and

---

**Fig. 11.** Rotifera model: a) Rule structure; b) THEN-branch input sensitivity; c) ELSE-branch input sensitivity; d) Model validation.
operated in real-time mode serving as operational tools for lake management.

Future research will test opportunities to improve the validity of model ensembles by including NO₃ₑN, PO₄ₑP and SiO₂ models, and to develop species-specific phyto- and zooplankton models based on electronically-measurable predictor variables whereby inter-specific competition and mutualism will be considered in the model design.

Even though this research has demonstrated that model ensembles induced by HEA allow the prediction of interannual and seasonal dynamics of complex plankton communities by means of just five electronically-measurable water quality parameters, the models’ accuracy does not yet suit their use as operational tools for early warning. To further improve the accuracy of induced models, the hybrid evolutionary algorithm HEA is currently upgraded by the integration of the Strength Pareto Evolutionary Algorithm SPEA (Zitzler et al. 2003) that will perform multi-objective optimisation of both, the fitness function (RMSE) and the coefficient of determination ($r^2$).

Fig. 12. Cladocera model: a) Rule structure; b) THEN-branch input sensitivity; c) ELSE-branch input sensitivity; d) Model validation.
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