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Chapter Abstracts

Introduction

1 — The idea of integrating innovation: Entrepreneurship and a systems perspective
Göran Roos, The University of Adelaide
Allan O’Connor, The University of Adelaide

The aim of this chapter is to set the context for the content to follow. It discusses the origin of the idea for this work and the South Australian contextual setting that has inspired the concept that innovation is integrated through firm and socio-economic levels. It proffers the ideas that entrepreneurship is a key contributor to an ecosystem that integrates innovation and that the tools of intellectual capital management are important for understanding how that ecosystem functions to integrate innovation. It then provides an overview of the chapters and outlines the structure of the book before concluding with the challenge that this endeavour undertakes.

Part 1: Regional-level perspectives

2 — Moving beyond policy path dependency: An approach to fostering innovation in South Australia
Jane Andrew, University of South Australia

This chapter examines the theoretical and policy discourse that has informed South Australia’s innovation policy since the 1980s. The recommendations and policy strategies to support innovation have changed little during this time, and yet South Australia’s productivity improvement through innovation still lags behind other states and economic regions of similar size. This chapter considers where impediments may lie in South Australia’s innovation system and argues that there is a need
to move beyond the current policy path dependency that relies upon behaviours and attitudes that have traditionally served to maintain stability and control. The state needs to invest in gaining a different and more holistic understanding of the contribution and value contributed by diverse knowledge taxonomies, from both the HASS and STEM disciplines, and the multiple monetary and non-monetary transactions that inspire and support innovation across the economy.

3 — A patent perspective of South Australian innovation: An indicator within the regional innovation system story

Kym Teh, The University of Adelaide
Göran Roos, The University of Adelaide

This article explores innovation performance in the context of patent data from South Australia (SA). The analysis highlights underlying assumptions and limitations of such an approach, although certain conclusions concerning that state's innovation trajectory are suggested. Integral to this exploration are the economic, regulatory and constitutional features that affect and define the nation of Australia, of which SA is one of six states. The SA patent activity analysis launches a discussion of the state's regional innovation system (RIS). Uniquely, this research exploration brings together the two elements of examining an innovation system unit that is smaller than a nation and linking that with the state's innovation performance.

4 — Innovation system symbiosis: The impact of virtual entrepreneurial teams on integrated innovation and regional innovation systems

Gavin Artz, University of South Australia

The experience of technology entrepreneurship in Adelaide, South Australia, hints at a symbiosis between the evolution of a regional innovation system, the changes that such a system causes in managerial and cultural forms at the company level, and how these new collaborative forms then feed back into the regional innovation system as well as link to national and international innovation networks. Through an examination of the MEGA entrepreneurship education program and the working relationships between organisations and companies that have grown
Integrating Innovation

...specifically the digital media company rezon8, virtual entrepreneurial teams enabled by cross-institutional and cross-organisational collaborations are explored.

**Part 2: Firm-level perspectives**

5 — *Do clusters matter to the entrepreneurial process? Deriving a conceptual model from the case study of Yalumba*

Huanmei Li, The University of Adelaide
Allan O’Connor, The University of Adelaide

> Although the importance of industrial clusters in inspiring regional entrepreneurship has been increasingly recognised, little is known about the dynamic mechanism through which the cluster involvement of a firm influences its entrepreneurial process. This chapter initiates an attempt to conceptually model the interactions between multidimensions of industrial cluster involvements, a firm’s entrepreneurial process and its entrepreneurial performance. Using Yalumba as a case study, our analysis suggests the feasibility and practicality of the proposed model. We subsequently discuss the implication of the chapter for future industry cluster and entrepreneurial process research and practice.

6 — *Operationalising innovation: Hotwiring the creative organisation*

Fiona Kerr, The University of Adelaide

> In order to thrive in the twenty-first century, organisations need not only to be able to recognise complexity and sustainability as key components of business, but also to be able to foster and harness them. Those who operate successfully in such an environment go beyond organisational learning and strategy planning to building adaptive, innovative capabilities which result in sustained competitive advantage. This chapter explores how such adaptation and innovation are coupled with a capacity for strategic innovation and the ability to 'hotwire' across industry boundaries, and how such abilities ultimately decouple organisations from the confining need to know what is over the horizon in order to be able to deal with it.
7 — Business model innovation in nonprofit social enterprises
Eva Balan-Vnuk, The University of Adelaide
Peter Balan, University of South Australia

Nonprofit social enterprises innovate their business models; however, little is known regarding why they do this, nor what capabilities they need to innovate their revenue-generating activities. In this qualitative exploratory research, we examined five nonprofit social enterprises in South Australia, and found that these organisations consciously innovate their business models for two key reasons: to remain financially viable, and to expand the delivery of important services to the community. In addition, we identified six capabilities that enable nonprofit social enterprises to support their business model innovation.

PART 3: INNOVATION MANAGEMENT PERSPECTIVES

8 — Complex systems adjusting stability levels and providing entrepreneurial opportunities
Vernon Ireland, The University of Adelaide

The chapter primarily focuses on entrepreneurial opportunities being released by complex social systems changing stability levels. These are driven by contextual and environmental pressures and societal influences. Models of changes to socio-technical systems are presented. Firms and individuals need to both quickly sense the change in a complex system, create meaning from the change in order to identify a direction of that change, and respond by initiating processes that secure entrepreneurial opportunities. Exploiting changes in complex systems is assisted by skills in recognising how to manage complex systems.

9 — Intellectual capital system perspective: A case study of government intervention in digital media industries
Graciela Corral de Zubielqui, The University of Adelaide
Allan O’Connor, The University of Adelaide
Pi-Shen Seet, Flinders University

This research explores how a systems analysis informs strategies of government program intervention using the case of a government-led initiative for the creative
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industries development in South Australia (SA). We contrast an intellectual capital (IC) perspective employing IC analysis tools (Roos, Pike, & Fernström, 2005) with a complex systems analysis model (McKelvey, 2004). The government's interventions addressed major gaps in the sector; and the IC analysis was able to create deeper insights into the resources and capabilities exposing the knowledge resource interdependencies between three major stakeholder sectors.

10 — A diagnostic tool for assessing innovation readiness
Paul Shum, University of Western Sydney

Using data-mining methods to classify the sampled companies, an 'innovation-ready' category is identified. Their scores in innovation capabilities and environment are consistently higher in all dimensions than that of the 'Non-innovation ready' category. This study overcomes problems of previous innovation studies by developing systematically an innovation readiness framework that is based on intellectual capital and captures a more complete set of innovation capabilities with associated enterprise-wide interlocking mechanisms and required cultural change. This benchmark innovation profile will help practitioners from SMEs with stringent resource constraints to more accurately and consistently target important areas for improving their organisation's innovation capabilities.

11 — Developing a framework for the management of Critical Success Factors in organisational innovation projects: A case of Enterprise Resource Planning systems
Jiwat Ram, The University of Adelaide
David Corkindale, University of South Australia

The complexities of the organisational innovation process of ERP systems pose serious challenges for the uptake of such innovations in SMEs. Researchers have therefore identified a large number of critical success factors (CSFs) to help achieve success at various stages of this innovation process. However, little is known about how the identified CSFs are to be managed. We present a framework for the management of nine commonly identified CSFs. The proposed framework will help SMEs in putting together an action plan to successfully manage the ERP innovation process. The framework can also serve as a basis for the development of a theory of the management of CSFs.
Conclusion

12 — Innovation and entrepreneurship: Building the systems and strategies for South Australia
Allan O’Connor, The University of Adelaide
Göran Roos, The University of Adelaide

Through review of the submitted chapters, a number of key issues emerge that illustrate the difficulty of integrating innovation. Of primary importance is recognition that innovation in South Australia (SA) is interdependent with systems that influence the firm and individuals, as well as national and international systems of innovation. Intellectual capital is shown to be a useful lens, particularly given that system integration is heavily dependent on the human, relational and structural elements which facilitate innovation. Four strategies for SA are suggested for the development of an assistive ecosystem for integrating innovation, and a future research agenda is mapped out which, if pursued, will strengthen our understanding and engagement with the systems of innovation.
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Foreword

’Innovation happens through regional, social and economic system dynamics [and] relies on a systems view of entrepreneurship’ (Chapter 1, this book). It is this systems perspective on entrepreneurship and innovation, and in particular a focus on the ways in which entrepreneurship strategies and systems work in support of integrating innovation, which best define Integrating Innovation: South Australian Entrepreneurship Systems and Strategies.

The contribution made by this collective of researchers distinguishes itself on multiple levels.

Firstly, it does so through the delineation of national, regional and firm-level innovation systems. It may be intuitively understood that stimulating innovation at the firm level leads to productivity growth, and that entrepreneurial skills at a firm level are important contributors to the innovation performance of a nation. It is another matter to clearly articulate the characteristics of, and key actors within, national, regional and firm-level innovation systems and to represent how they interact to bring about improved regional socio-economic performance. Integrating Innovation: South Australian Entrepreneurship Systems and Strategies provides an important frame of reference for an audience seeking to apply the concepts discussed to their professional and personal context as they read by maintaining an holistic perspective of the innovation systems whilst explaining the difference between and interdependencies across the national, regional and firm tiers.

Secondly, the authors address the role of innovation and entrepreneurship in building the absorptive capacity within economies. This is particularly relevant for small economies like that of South Australia seeking to shift to better diversified and more globally relevant activities. The competitiveness gains to be made through better collaboration, learning and management capability at a firm level will translate to improved competitiveness of the region.
Finally, there are moments in the reading of this collection where one imagines the authors’ intended audience: ‘Dear Policymaker’ might have introduced the discussion of South Australia’s innovation performance. Suggested areas of focus include:

- strengthening of inter-systems relationships across the national, regional and firm levels through facilitated knowledge exchange, effective communications and strong policy/program alignment
- development of new tools and methodologies to foster and manage collaboration and competition, including instruments that promote entrepreneurship and are likely to have significant impact on the innovation performance of regional economies
- prioritisation of strategies that allow firms to share transaction costs and hedge risks associated with innovation
- focus on innovation infrastructure (technological capabilities, physical environments or the places that attract the all-important creative human capital and knowledge, skills and training) which enables the innovation effort.

The complexity of the task of mapping, interpreting and diagnosing the state’s innovation needs is not to be underestimated, but *Integrating Innovation: South Australian Entrepreneurship Systems and Strategies* constructively brings into focus the role of government policy which facilitates, enables and catalyses the connections, outreach and knowledge bases that are at the heart of a state regional innovation system.

I commend this work to the reader, both as an instructive and regionally relevant discussion on the relationship between innovation and entrepreneurship for systems impact, and as an invitation to be part of the future of innovation performance in South Australia.

*Megan Antcliff*
Director, Strategic Projects and Innovation
Director, Tonsley Redevelopment, Department of State Development, South Australia
Introduction
Introduction: The ambition of this book

In 2011, the South Australian [SA] Government enlisted the services of Professor Göran Roos as Adelaide Thinker in Residence to examine the innovation challenges faced by the manufacturing sector. Professor Roos's brief was to work with a group of ten small- to medium-sized manufacturing firms and two government departments to guide the participants through a process that would actively engage them in business model innovation. At the time, a group of researchers were also engaged to work with the firms and government agencies to help document specific aspects and challenges confronted by the firm’s leaders and managers and the government agencies that seek to facilitate regional transformation and transition.

Professor Roos’s residency inspired this book and, with the support of the University of Adelaide Press, we issued a call for South Australian research that would not only demonstrate the drivers and processes of innovation but also illustrate the interdependencies of innovation across multiple levels, ranging from the individuals with innovation ideas and ambitions through to government support agencies that create the supporting context and infrastructure for innovation.
Although the manufacturing sector provided the setting for Professor Roos’s work, for contributions to this book we loosened this constraint. We purposefully invited open submissions for research that dealt with innovation and correspondingly entrepreneurship from any perspective as long as it was original research based in South Australia which offered insight on the idea of integrating innovation through entrepreneurship strategies and systems. We welcomed articles that addressed relevant and related subjects pertinent to the South Australian innovation system. As a result we attracted articles dealing with both innovation and entrepreneurship that varied from not-for-profit firms with social missions to the research and development division of a pharmaceutical company; from public infrastructures such as education and intellectual property patenting systems to private infrastructures of Enterprise Resource Planning systems.

The book itself is designed as a seed for an innovative idea and its editors held three ambitions for the work. The first was to draw together initially South Australian research and researchers (later we wish to expand this collective) who are actively engaged in creating and contributing to new knowledge about innovation by adopting a systems view of entrepreneurship. The second was to facilitate a growth in understanding about the linkages between innovation and entrepreneurship and how these two distinct ideas are necessarily intertwined, how they interact and with what effect. The third ambition was to examine and establish a language that has relevance to the concept of integrated innovation and entrepreneurship. We felt that the field of intellectual capital offered a systems view that provided such a language; and consequently we review each article in the concluding chapter to draw together the salient points from each of the contributing authors and construct the links between innovation and entrepreneurship when considered through the lens of an intellectual capital system.

This introductory chapter is designed to provide the context for the subsequent chapters. It first outlines the South Australian economic context, which leads to the second discussion of the manufacturing sector and how the definition of manufacturing has changed. This introduces the idea of a much broader range of sectors that are responsible for innovation, and provides the platform for a much more open approach to thinking about innovation within the state’s context.

Next we consider the question of how important it is to consider innovation as an integrated system concept. This section discusses the different levels, antecedents
and the broad range of influences on innovation. It particularly draws attention to the government role in innovation and how policy environments are changing to respond to the complexity of issues of such things as stimulating innovation.

We then discuss entrepreneurship with respect to the extent to which it is a study of a system that extends beyond a conceptual study of individual entrepreneurs. This system has a specific purpose and that is to introduce innovation. Hence we establish here the link between entrepreneurship and innovation. The discussion then moves toward the elements that are predominant in a social system that generates innovation and the deficiencies of academic studies in this critical area of concern. Lastly, we outline the language and tools of intellectual capital [IC] to provide a point of reference on the challenges of integrating innovation before the chapter draws to its conclusion.

The characteristics of the SA economy

South Australia is a small economy and, significantly, the smaller the size of the economy, the less relevant neo-classical economic theory is (Roos, 2012). A small economy does not have the opportunity that a large economy has to spontaneously generate optimal responses to change. Left to its own devices, compared to a large economy, a small economy as a whole has a higher risk of decline. To express it in neo-classical economic terminology, the smaller the economy, the more market failure becomes a feature of the economy as a whole.

The increasing openness of a small economy does not change its propensity for market failure, since its ability to digest and make use of knowledge is affected by its ‘absorptive capacity’ (Roos, 2012). The absorptive capacity of an economy is based on a firm’s ability to recognise the value of new information, assimilate it and apply it to commercial ends. If the absorptive capacity does not increase while the information inflow increases, the economy will still not perform any better.

As a result of the resources boom, Australia — and South Australia — faced the risk of the so-called Dutch Disease: a term applied when the wealth generated by a country’s booming resources sector drives up the exchange rate and inflates the domestic economy, making the country (and its manufacturing sector) less internationally competitive and compromising its long-term economic prosperity (Government of South Australia, 2012b). The South Australian economy is vulnerable to a high-cost environment, driven by the high exchange rate and terms of trade.
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Many firms, as well as many government support systems, are yet to identify how to compete in this new environment. Failing to come to terms with this new dynamic will mean that the existing potential for agility and innovation, especially in small to medium enterprises [SMEs], is unlikely to be realised.

This necessitates a call to action to improve the competitiveness of the South Australian economy, especially through strengthening the innovation system to boost the absorptive capacity, collaboration and learning by firms, the level of firm management capability, and a shift to more balanced, diverse and high-value activities with global reach.

SA manufacturing: An innovation lead indicator

The South Australian manufacturing sector has been subjected to significant changes through globalisation, the repositioning of international markets, increased demands for customer responsiveness, and customisation and growth in global supply chains (Spoehr, 1999). Today, the challenge is ongoing with increasing complexity in global supply chains and new emerging demand for green technologies and products (Future Manufacturing Industry Innovation Council, 2011). According to the South Australian Plan (Government of South Australia, 2012b), in 1991 manufacturing accounted for 1 in 6 jobs and in 2011 this number had declined to 1 in 10.

As a result of the sectoral changes, together with the intensification of foreign competition, the comparative disadvantages in some manufacturing activities and the high value of the Australian dollar, the imperative for South Australian firms to engage with business model innovation and experiment with diversity is becoming increasingly urgent. While Australia generally faces an ongoing structural adjustment to the new global competitive environment, South Australia in particular risks losing proportionally 6700 jobs during the period up to 2016/17 (Government of South Australia, 2012b).

However, perhaps contrary to popular belief, South Australian manufacturing is not in terminal and in inevitable decline, nor is manufacturing an old industry whose death should be accepted to make way for growth industries like resources and services. In essence, the South Australian Manufacturing Green Paper (Government of South Australia, 2012a) argues several points including the following:
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• Manufacturing still employs around 1 million Australians and has done so, more or less, since the 1960s.
• In SA, 10 per cent of the workforce is in manufacturing (79 000 jobs).
• Manufacturing still accounts for 8.7 per cent of GDP and most of Australia’s high-value exports.
• In SA in 2011, manufacturing contributed $8.9 billion or 10 per cent of the Gross State Product and, importantly, there is evidence that manufacturing has a substantial multiplier effect on the rest of the economy by being a carrier of technological change and by driving jobs, investments and sales in other sectors.

While statistics suggest that the manufacturing sector’s share of the Australian economy and rate of employment is declining, it is a relative downturn, characteristic of most developed countries. In absolute terms, manufacturing remains a substantial and important generator of economic activity and jobs, especially since most manufacturing firms are also directly involved in the services part of the economy. Manufacturing includes myriad activities in addition to production, such as design, logistics, customer solutions, support services and research. Its economic contribution is often underestimated as these other discrete manufacturing activities are not counted as ‘manufacturing’ in national statistics. And yet, firms involved in (sometimes oblique) sub-sectors of manufacturing are a major part of the South Australian economy, characterised by the small to medium enterprise sector.

Contemporary evidence suggests that innovation is not simply the fruit of research and commercialisation. Rather, the reality of innovation more commonly in evidence is a fluid, interactive, cumulative process involving a wide array of learning and problem-solving activities, with multiple actors drawing on a variety of resources, forming and reforming combinations of knowledge (Lam, 2004). Value-adding innovation also requires entrepreneurial management that couples new knowledge with commercial potential to a customer and, importantly, a market promoting adoption and diffusion (Zubielski, Lindsay, & O’Connor, 2014).

Is an integrating innovation perspective important?

The UK Government paper, *Innovation and Research Strategy for Growth* (Department for Business, Innovation and Skills, 2011) is a cogent and comprehensive presentation
of evidence from academic scholarship and empirical studies by the OECD, NESTA, the EU and others. It shows a wider set of links between research knowledge and innovation, as well as elements of innovation that go way beyond research.

The Australian experience of innovation operating in many different modes at the enterprise level, including in SMEs, is documented in a series of studies over fifteen years by the Australian Business Foundation. Chief among these are the seminal study, *The High Road or The Low Road?* (Marceau, Manley, & Sicklen, 1997), linking innovation to productivity and growth; the collection of expert papers on the hidden human dimensions of innovation, *Inside the Innovation Matrix* (Australian Business Foundation (ED), 2008); and the recent analysis and case studies of business model innovation by Scott-Kemmis (2012). This body of work substantiates the variety of value creation and value-capturing activities undertaken by innovative enterprises and their workforces that meet market needs in exceptional ways, generate revenue, and transform business methods and capabilities to serve customers worldwide. These are not restricted to large firms or to high-tech sectors, but are pervasive across the economy.

At the heart of these innovative activities is the constant search and analysis by enterprises for market opportunities and how they integrate these with their own design, management, finances, engineering and organisational capabilities to gain and retain a distinctive competitive edge. Further, innovation in firms equally depends on a wider innovation environment, a system that has the infrastructure, finance, information and institutions that support firms taking the risks and reaping the rewards of business change, whether radical or incremental.

Too often innovation is a term whose meaning is obscured by vagueness and overuse. Of even greater concern, outdated and inaccurate understandings of innovation are widely held by business and government decision makers and by the general public. Further, there is little appreciation of how productivity growth can be improved by the innovative behaviour of enterprises and their workforces. This results in misguided views about innovation capabilities and how they contribute to a firm’s competitive advantage, particularly when faced with concurrent shifts in the global economic competitive environment.

Being innovative is more than coming up with new ideas or inventions, and it does not simply equate with commercialising scientific discoveries or technology
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breakthroughs. At its simplest, innovation is doing something new that is both useful and valued, and it requires an entrepreneurial management for its exploitation. The OECD (2011) report on skills for innovation and research suggests that a broad range of skills, including 'soft skills' such as entrepreneurial skills and capabilities, will become an increasingly important contribution to innovation in a nation. Similarly, Shane (2008) emphasises that would-be entrepreneurs need to be armed with skills that make them more successful, rather than just being encouraged to start a business. A key feature of such skills is the ability to implement transformative change in response to needs or problems that really matter to a customer, which creates a market and benefits a community.

From a policy perspective, an understanding of how to best stimulate and support the transformation of small- to medium-sized firms and assist the transition of others is not readily apparent. Part of the problem is embedded in the complexity of the relationships between the motivations and drivers of individual business owners or Chief Executive Officers, the issues and challenges faced by the management teams of firms confronting the need for change, and the dynamics that firms encounter within their regional environment. However, few studies have ever examined the interrelationships from within the dynamics of the firm to understand how broad policy approaches would or could impact behavioural change at such intimate levels of the firm and the individual.

Modern innovation policy will no longer be simplistic in its demarcation between portfolios. Marton and Phillips (2005, p. 81) attest that the characteristics of modern policy-making, leading into the future, will be 'forward looking, outward looking, integrated and participatory, inclusive of the views, values, objectives and practices of all concerned parties and based on lessons systematically learned from ongoing experience'. Policy-making organisations are faced with a greater need to provide new solutions driven by an array of stakeholders (Hess & Adams, 2002; Yapp, 2005).

Entrepreneurship: A system that integrates innovation

The earliest studies of entrepreneurship were conducted by economists who recognised the contribution of the entrepreneur in altering market economic systems (Hébert & Link, 1982). More recently, the idea of the entrepreneur as also contributing
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to social system changes has resulted in the emergence of social entrepreneurship as an area of research (Christie & Honig, 2006; Thompson, Alvy, & Lees, 2000; Peredo & Chrisman, 2006; Peredo & McLean, 2006; Nicholls, 2010). One of this chapter’s authors, O’Connor (2013), more particularly makes distinctions between types of entrepreneurship that may occur within the knowledge, social and corporate sectors of a national economy and argues that these tend to converge on the issue of expansion and growth of an economy.

Audretsch (2004, p. 188) traces the development of entrepreneurship with respect to its contribution to national economic systems and concludes that entrepreneurship serves 'as a mechanism facilitating the spill over of knowledge', and that in order for public policy 'to promote innovation and economic growth' there is a need for instruments that promote entrepreneurship. However, Audretsch continues by highlighting the need for future research 'to explicitly identify what exactly those instruments are and how public policy can best be deployed to promote innovative entrepreneurship'.

The process of entrepreneurship is centrally concerned with the recognition, discovery and/or creation of opportunity (Alvarez & Barney, 2005; Schendel & Hitt, 2007; Shane & Venkataraman, 2000). Substantivists view opportunity as a symbolic interaction between entrepreneurs and their environment (Dimov, 2011). Adner and Kapoor (2010) also claim that value recognition and appropriation happens through ecosystem interactions and interdependencies often mapped as an industry value chain, or perhaps better described as a value web from a systems perspective. In adopting a systems approach, it is important to recognise that the study of entrepreneurship does not start and stop with the actions of an entrepreneur or their firm but extends to the interactions and interdependencies of the entrepreneur, as the principle actor, and their firm, as a mediator, with the social, market and macro-economic environments.

The concept of panarchy (Gunderson & Holling, 2002) suggests that change within systems happens along various layers within the system and at different rates. Each system layer contained within the whole acts simultaneously to conserve and stabilise on the one hand and to generate and test innovations on the other (Holling, 2001). If one is to consider each layer of value creation in a value web, then it follows that different firm or actor interactions at each layer not only create but also reconfigure and/or destroy value. In order for the ecosystem to change and adapt, an
Innovations must succeed within each layer, and the entrepreneur must envision and align not only one system layer but each successive and/or dependent system layer.

By way of example, technology systems must interact with social systems, and therefore advances in technology face two challenges; first, gaining a foothold in one or more of the successive technology value systems, and second, making sure that the inner and outer (or upstream and downstream) social value systems align with the technological advance (described as an ecology strategy by Iansiti and Levien, 2004). To confront both of these challenges, technologists must address not only the intersections between the economic and technology systems but also the social system intersections that carry and distribute information.

The introduction of innovation into an ecosystem represents a reorganisation phase (see Gunderson & Holling, 2002; Holling, 2001), which is the least examined and the least understood phase (Holling, 2001). McKelvey (2004) argued that reductionist methods fail entrepreneurship research, as the nature of entrepreneurship as a phenomenon resembles a complexity science whereby causality is considered through multiple lenses: the objective action and reaction among predictable and universal behaviours; the specific objectives of participating actors that shape specific behaviour; localised material conditions that alter the substance of, or inputs into, innovation and entrepreneurial venturing; and lastly, the influence of top-down and bottom-up hierarchical and institutional structures that impose means and ways of creating actor interactions.

The conclusion is that we can view the economy as an open system in dynamic disequilibrium. As a consequence, structural changes manifested in the contraction and death of old enterprises and the birth and growth of new ones are compelling evidence of an efficient economy at work. Holling (2001) outlines how human systems differ from systems of nature due to three factors — foresight/intentionality, communication and technology — and it is the entrepreneur who is a central actor in creating dynamic changes through these particular attributes of human systems.

The elements of an integrated innovation system

The complex interaction of market forces involving changing consumption preferences, changing production processes, changing production costs, changing market offerings, changing levels of value creation, changing levels of value appropriation and changing trade patterns results in a dynamic industrial structure
Integrating Innovation

in terms of scope, profitability and location. These complex interactions have been the focus of many researchers and have resulted in many theoretical developments to help us in our understanding over a very long time. Some of the key insights, heavily simplified, are in chronological order:

- Industry locates to where rent opportunities are largest (von Thünen, 1826 [1966]).
- Patterns of trade are a consequence of shifting comparative advantages among regions (Heckscher, 1919).
- Economic activity is a constantly shifting spatial interaction between people and property (Lösch, 1939).
- Technological innovations are the driving force in a continually evolving capitalist system. Firms successfully deploying new technologies will replace those that do not, resulting in the birth and death of firms — a process known as 'creative destruction'. Technological innovation often creates temporary monopolies, allowing abnormal profits that are then removed by rivals and imitators. These temporary monopolies are necessary to provide the incentive necessary for firms to develop new products and processes (Schumpeter, 1911; 1939; 1942).

So far we can conclude that the most important elements of a regional innovation system are:

- knowledge, new to the firm, the industry or the world (a human attribute)
- competent people (a human attribute)
- an environment conducive to innovation (a structural attribute).

To these elements at least three further criteria that create the dynamic flow of innovation activity by entrepreneurs and their firms must be integrated into the system for successful innovation:

- The innovation must be desired by the market.
- A high level of value creation must be achieved through the innovation.
- A high proportion of the value created must be captured by the innovating firm.

We will discuss each of these in turn at its related systems level.
Knowledge

Knowledge new to the world is most frequently achieved through basic research carried out at universities and research institutes. Due to the existing pressures of the financial markets, it is difficult for listed corporations to invest in basic research, which by its very nature is long-term, risky and ever more expensive. In one survey of Chief Financial Officers in US firms, 80 per cent responded that they would cut R&D, if necessary to meet their firm’s next-quarter’s profit projections (Graham, Harvey, & Rajgopal, 2005).

For example, only one of every ten thousand chemicals investigated by pharmaceutical firms is approved for patient use (National Research Council, 2010). It is estimated to cost on average $802 million and take an average of twelve years to transition one new chemical from the exploratory phase to use by United States patients (Hewitt & Lowy, 2001). This is a large barrier to commercial investors. Under these boundary conditions, when publically listed firms are investing less in basic research and more in applied research and development, it is increasingly left to privately held firms, foundations, non-government organisations and government to fund basic research. This is consistent with the notion that governments should assume responsibility for supporting activities that produce benefits to society as a whole but not necessarily commensurately to the individual performer or underwriter. This means that research universities and research institutes will have to assume the primary responsibility for performing basic research, with the funding coming from federal government and foundations.

Knowledge new to the industry is most frequently developed through applied research at universities and research and technology organisations. In this area the contributions of the universities are frequently overestimated and the contributions of the research and technology organisations underestimated. The following statement illustrates this: 'To be blunt, if anything, there is a tendency in the literature to perhaps overplay the role of universities and underplay the role of the private sector in generating innovative technology clusters' (Betts & Lee, 2004).

Knowledge new to the firm is inherently executed as R&D-type activities within the firm or as collaborative activities between the firm and outside agencies (other firms, universities, research and technology organisations, etc.). Again the role of universities tends to be overestimated, as illustrated by the fact that in Government...
Voucher programs aimed at enabling firms to involve themselves to higher degree in collaborative R&D with universities and research and technology organisations the overwhelming majority of vouchers are cashed in with research and technology organisations, not universities (ICS Ltd, 2010). New knowledge on the firm level covers a broad area including traditional scientific and engineering knowledge development but also areas like design and business models that are not normally classified as R&D.

**Competent people**

The key source of value creation in any nation resides in its people. The economist Jonathan Hughes (1973), argues that the economic wellbeing of any society is dependent on economic value creation, which in turn is strongly dependent on innovation, and since innovations are realised by a minority of the society’s citizens, it has a very high dependence on these individuals for its continued economic wellbeing (Schramm, 2010). Given the ever-increasing speed of knowledge development, the demands on all categories of employees are higher than ever and will continue to increase, and this poses a challenge for the ability of firms to find a sufficient number of qualified employees in the available pool of potential employees. This situation is reaching critical status in the areas of engineering and science, where many OECD countries are unable to provide a future supply of these types of graduates sufficient in quality and quantity to enable the domestic industry to put to use available new knowledge and to grow at the speed for which the market provides the potential. In one instance, a firm seeking to hire employees was able to find only 47 who were qualified out of an applicant pool of 3600 (Rich, 2010); and almost one-third of US manufacturing companies responding to a recent survey say they are suffering from some level of skills shortages (People and profitability: A time for change, 2009).

The impact on quantity can be overcome by importing skilled talent if the attraction of the country is great enough but once a nation’s ability to innovate, and hence to attract the type of individuals who are desirable from an economic perspective, have declined sufficiently the decline becomes self-reinforcing as quality students no longer seek to attend that nation’s universities and high-calibre graduates seek work in more attractive nations. The impact of the quality at all levels of education cannot be underestimated. In a study by McKinsey and Company (2009) the researchers conclude that if United States youth could match the performance of
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students in Finland, America’s economy would be between 9 and 16 per cent larger. That equates to between 1.3 and 2.3 trillion dollars each year.

An environment conducive to innovation

What are the environmental requirements conducive to innovation? In a seminal study, Cushing (2001) objectively and systematically compared the effects of three common theories explaining economic growth — the social capital theory, the human capital theory and the creative capital theory. He found no evidence that social capital leads to regional economic growth; in fact, the effects were negative. He found that the human capital theory of economic growth is not as straightforward to interpret as the proponents may argue, in spite of it providing a good statistical account for regional growth. He further found that the creative capital theory produced equally strong if not stronger results than the human capital theory; and the Bohemian and Innovative Indices had especially high predictive power for regional economic growth (Florida, 2004). Like all theories, criticism can be directed at both the study’s content and its scope (see, for example, Storper & Scott, 2009) but it is likely to contain some truth that can be simplified down to a shift in behaviour from individuals going to where the jobs are to jobs going to where the individuals are. This increases the importance of having locations that are attractive to individuals who will innovate and generate economic growth.

Once we have transformed the new knowledge to new offerings it is essential to bring these new offerings to market with the highest possible speed. Time is of the utmost importance in this process and any delay can have catastrophic consequences for economic value creation. The ever-increasing speed can be illustrated by the fact that it took almost two years for 1 million iPods to be sold, 74 days for 1 million iPhones (Apple Sells One Millionth iPhone, 2007), and 28 days for 1 million iPads (Apple Sells One Million iPads, 2010). Any environment that increases the friction, and hence slows down the process of getting an offering to market, undermines the whole innovation-driven economic value creation process.

One of the environmental issues is cost of labour. Experience from Sweden and Finland shows that if the cost of labour can be kept below 15 per cent of total cost there is normally no value to be had from outsourcing to countries with lower labour costs. This is due to the negative effects incurred by increasing the distance
between development and production, management and production, lead customers and production, and so on.

Another environmental issue to consider is legal risk. In the US, firms spend more than twice as much on litigation as on research (National Science Board, 2010). The class-act law-suit 'business' equals around 3 per cent of the GDP in the US. It is obvious that this type of situation will discourage firms from taking risks, and the launch of a new offering inherently entails risk; hence this has a not insignificant negative impact on the propensity to innovate.

A further environmental issue is Tax Policy. Obviously both corporate and private tax, and direct and indirect tax, will impact the attractiveness of a region as well as the attractiveness of exerting additional effort in pursuit of additional wealth for both individuals and companies. It is worth noting that the actual effectiveness of policies like R&D tax credits is very low — what looks like a statistically reported increase in R&D spending (which explains why all econometric and research papers using reported R&D statistics end up arguing for its positive effects) is frequently just a reclassification of other expenses into R&D expenses and not an increase in the actual R&D executed (which becomes obvious when in-depth interviews are executed in firms).

Regulation can be both a barrier and a driver of innovation. It becomes a barrier when it imposes friction in the process from offering development to market without providing a larger long-term benefit to the firm. It becomes a driver for innovation when it forces the firm to develop new offerings that enable the firm to reach new global markets faster than competitors. Having a policy philosophy that uses regulation as a driver of innovation builds on the thesis that health, safety, and environmental goals can be co-optimised with economic growth through technological innovation.

The approach that needs to be taken in creating an atmosphere conducive to innovation is outlined in an article by Ashford, Ayres, and Stone (1985):

[A] regulator must assess the innovative capacity of the target industrial sector. The target sector may be the regulated industry, the pollution control industry, or a related industry capable of producing substitute technology. The analysis should focus principally on the process of technological change within the possible responding sectors. The regulator should analyze a sector’s 'innovative dynamic' rather than its existing, static technological capability. An assessment
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of this innovative dynamic requires a historical examination of the pattern of innovation in the regulated industry, an evaluation of the technological capabilities of related sectors having incentives to develop compliance or substitute technology, and a comparison between the regulated sector and analogous sectors with documented technological responses to regulation. The assessment should include an analysis of the industry’s existing technological capabilities as well as a reasoned prediction of its innovative potential under the challenge of regulation. This kind of assessment will assist the design of regulations promoting innovation beneficial both to public health and the environment, and to economic growth within the responding industrial sector. (p. 422)

The relationship between regulation and innovation is complex. When drastic innovation redefines the very framework for implementing and operating technologies it often means entering unregulated territory or breaking existing rules. Drastic innovations that generate paradigm shifts in value creation (for example, ICT, Biotechnology, Nanotechnology) call for a more holistic consideration of the link between innovation and mobilisation of value on the one hand, and regulation on the other.

Access to capital is a further perpetual environmental issue. In regions where access to venture capital is scarce, firms have developed alternative sources of funding like lead customer risk funding, business angel funding, university alumni fund funding or peer-to-peer lending. Peer-to-peer lending [P2P] is one of the clearest examples of modern financial innovation, as entrepreneurs have harnessed the internet and its associated economies of scale to exert competitive pressure on more traditional lending practices. As described by Brill (2010), P2P lending relies on online platforms that connect borrowers with lenders. These platforms are operated by firms that enable the initial connection between lenders and borrowers and that service the loans after they have been originated. The draw of P2P lending for both borrowers and lenders is that the companies serving as intermediaries charge just a small fee for their services — around 1 per cent.

Other environmental issues relate to:

• intellectual property protection
• freedom of distortions like crime and corruption
• free market access, which will result in emotionally charged events:
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- IBM’s PC business is now owned by a Chinese company (Augustine, 2007, p. 17)
- Bell Laboratories is now owned by a French company (Zarroli, 2006)
- Volvo Car is now owned by a Chinese company after having been acquired from a US company (Reed, 2010)

- access to necessary infrastructure like roads (see, for example, Canning & Bennathan, 2004; 2000), rail, ports and airports but also energy, water, sanitation and ICT-infrastructure (for an interesting review see, for example, Skogseid, 2007).

Geographic proximity to key markets is also an important but decreasing environmental issue for innovation. The decreasing importance is due to increased global mobility combined with a higher digital content of the offering for which the transportation cost is very small compared to the corresponding cost of its physical equivalent. For example, the cost of sending a metal part for a car from Australia to the US is substantially higher than sending the corresponding digital file that can be uploaded to the machine tools for direct manufacture of the same part. The proximity issues are now more related to the benefit that can be derived from locating factories near potential customers; engineering facilities near factories; and research laboratories near engineering facilities (National Research Council, 2010).

To wrap up the range of issues that contribute to creating an environment conducive to innovation, Hindle, Yencken, and O’Connor (2011) suggest the various policy initiatives related to the different challenges faced by a firm. Figure 1.1 highlights a sample range of government policy focus areas, such as entrepreneurial capacity, finance and industry, innovation and market as areas that deserve attention if a government is to influence the creation and growth of high potential businesses.

The innovation must be desired by the market

This can either be achieved through an in-depth understanding of the value drivers in the mind of the customer (using sophisticated techniques like Conjoint Value Hierarchy [CVH]; see Roos, Pike, & Fernström, 2006, pp. 227-82) or using an intuitive approach with the assumption that customers cannot value what they do not know. These choices are not to be seen as mutually exclusive but rather as endpoints of a scale where it is also possible to move from one to the other in a cyclic way.
High value creation must be achieved through the innovation

High value creation is achieved by innovating offerings that are in high demand by customers and then rapidly bringing them to market with operational excellence in order to initially extract innovation-based monopoly rents followed by rents from superior competitive advantage grounded in operational excellence.

A high proportion of the value created must be captured by the innovating firm

The business model (for a detailed discussion see Osterwalder, 2004; further developed in Roos & Pike, 2009; and outlined in detail in Roos, von Krogh, Roos, & Fernström, 2010) of the firm will determine its ability to appropriate value in its existing business environment. Hence business model innovation becomes the key to increasing the appropriation of value. The power of the business model can be seen in the business model innovation. For example, Apple’s iPhone went from a global market share of nothing to a global market share of 2.5 per cent in 18 months, whilst

Figure 1.1: Policy initiatives related to the different challenges faced by a firm. Source: Courtesy of the authors.
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at the same time moving from a share of the profit pool in the industry of 0 per cent to a profit pool share of 45 per cent, forcing all other players to reduce their profit pool share and hence their value appropriation (this being most felt by Nokia, with a reduction from around 80 per cent to around 30 per cent).

We next turn to consider how IC systems assist in charting the dynamics of human systems.

The usefulness of IC in understanding innovation and entrepreneurship systems

There is a need to further understand the relationships between intellectual capital resources and the systems and strategies that anticipate environmental and market changes (O’Connor & Yamin, 2011). Furthermore, innovation systems that provide significant regional and community benefit need to be considered from the perspective of cross-institutional frameworks and at national and international levels (Hall, 2005; Spencer, 2003). This necessitates different thinking about organisational form (Harkema & Browaeys, 2002). Hervas-Oliver, Albors Garrigos, and Gil-Pechuan (2011) argue that research addressing the strategies and systems which integrate innovation would be valuable for understanding how different organisations manage their intellectual capital to respond and contribute to innovation systems and develop innovation capability.

In order to create value, entrepreneurs bundle and deploy resources that are not necessarily owned or controlled by the entrepreneur (Stevenson & Jarillo, 1990). Similarly, firms allocate their limited resources between two fundamental processes of creating value and appropriating value. Although both value creation and value appropriation are required for achieving sustained competitive advantage, a firm has significant latitude in deciding the extent to which it emphasises one over the other. Research shows that a stock market reacts favourably when a firm increases its emphasis on value appropriation relative to value creation. This effect, however, is moderated by firm and industry characteristics — in particular, financial performance, the past level of strategic emphasis of the firm and the technological environment in which the firm operates. These results do not negate the importance of value creation capabilities, but rather highlight the importance of isolating mechanisms that enable the firm to appropriate some of the value it has created (Mizik & Jacobson, 2003).
The IC Navigator process developed by Roos and Roos (1997) and further refined by Roos and Pike (2007) offers an example of a powerful diagnostic into how firms actually operate, highlighting the importance of resources and the numerous value-creating pathways that connect them. Some groups of pathways will represent innovation processes, while wholesale changes to the structures will represent changes to the business model. It is possible that the resource-based view of the firm can indicate how different functional (technological and marketing) and integrative (internal and external) capabilities affect product development efficiency (lead time and productivity) and product effectiveness (fit with market needs and quality). However, only the most modern and sophisticated IC methodologies, which account for differences between forms of resources, such as those presented by Roos and Pike (2007), have the capability to explain the detailed interactions and explain real outcomes.

In firm-level analysis, IC refers to blocks or stocks of particular types of assets termed as different types of capitals, i.e. physical, monetary, human, relational and structural capitals. The IC Navigator is largely based upon the aforesaid capitals, although it should be noted that while the IC Navigator incorporates each resource type, it is only the human, relational and structural (referred to as 'organisational') capitals that are of the intellectual form, while physical and monetary capitals are of the traditional form treated more regularly by accounting theories and practices.

Hervas-Oliver et al. (2011, pp. 124-5) escalated the analysis of IC to the regional level by examining twenty-eight indicators used by the European Union across six years, and noted that while

the traditional break up of national IC based on relational, structural and human, [is] useful and practical, [it] can be questioned due to the fact that similar results are obtained in IC national models without any classification or weight given to any block. Put differently, it seems that further reclassification of the blocks of national IC systems can be developed in order to provide a more comprehensive and economic-friendly tool for policymakers. (pp. 123-5)

It is from this point that we embark upon the journey of discovery by examining the papers presented in this special call for research papers. To date we are aware that innovation consists of applying knowledge new to the firm, the industry or the world to the creation of desirable offerings. These new offerings are then speedily brought
to the global market in ways and forms that enable the capture of a large share of the value created through these offerings.

**An overview of the proceeding chapters**

This book is divided into three sections. The first section clusters chapters that adopt a South Australian regional perspective on innovation. In this section three papers are presented that discuss different aspects of the South Australian approach to innovation. Jane Andrew in her chapter 'Moving beyond policy path dependency: An approach to fostering innovation in South Australia' examines the theoretical and policy discourse that has informed South Australia's innovation policy. The chapter argues the case for a more holistic understanding of the contribution and value contributed by diverse knowledge domains and the multiple forms of transactions that inspire and support innovation across the economy.

The next chapter, 'A patent perspective of South Australian innovation: An indicator within the regional innovation system story', explores South Australia's innovation performance in the context of measuring and analysing patent data. From this analysis the authors, Kym Teh and Göran Roos, bring into focus a discussion of the state's regional innovation system [RIS] and raise pertinent and critical questions about the relevance and performance of such a system.

The third chapter in this section, by Gavin Artz, 'Innovation system symbiosis: The impact of virtual entrepreneurial teams on integrated innovation and regional innovation systems', draws upon the experience of technology entrepreneurship in South Australia. It alludes to a symbiosis between the evolution of a regional innovation system, the changes that such a system causes in managerial and cultural forms at the company level, and how these new collaborative forms then feed back into the regional innovation system as well as linking to national and international innovation networks. The three chapters together provide insight into the regional innovation system dynamics.

The second section provides three chapters that adopt integrative firm-level perspectives, each looking at different ways a firm or firms bring about innovation behaviour. The first chapter in this set, 'Do clusters matter to the entrepreneurial process? Deriving a conceptual model from the case study of Yalumba' by Huanmei Li and Allan O'Connor, attempts to conceptually model the interactions between multiple dimensions of industrial cluster involvements, a firm's entrepreneurial
process and a firm's entrepreneurial performance. The chapter draws implications for future industry cluster research and practice and particularly brings the entrepreneurial process into the innovation picture.

The next chapter, by Fiona Kerr, 'Operationalising innovation: Hotwiring the creative organisation', examines the complexity and sustainability of key business and innovation components. Kerr argues that those firms that successfully master complexity build adaptive, innovative capabilities that result in sustained competitive advantage and the ability to transgress industry boundaries.

The third chapter in this section, 'Business model innovation in nonprofit social enterprises', co-authored by Eva Balan-Vnuk and Peter Balan, adopts a different stance by examining nonprofit firms. This chapter proposes two key reasons for business model innovation among nonprofit firms, those reasons being to remain financially viable, and to expand the delivery of important services to the community. The authors further outline six dimensions of innovation capability that enable nonprofit social enterprises to innovate their business models. As a group these chapters provide a contemporary view of how firms integrate innovation into daily performance and practice.

The third section of the book presents four chapters that specifically focus on innovation management practices, particularly in South Australian firms. While the chapters in the second section treat the firms as innovating entities, the chapters in this section look specifically at the ways and means firms are managed in order to bring about innovation. The first chapter in this set, 'Complex systems adjusting stability levels and providing entrepreneurial opportunity', provides a contextual piece that examines the question of how firms discover and exploit entrepreneurial opportunities through the lens of complex systems. The author, Vernon Ireland, argues that in order for firms to benefit from the process of adaptation in changing system emergence, both the firms' organisation and individuals need to quickly sense the change in a complex system and the adaptation process, create meaning from the change in order to identify a direction of that change, and respond quickly to initiate the process using the entrepreneurial techniques and processes of the individual or enterprise. The chapter offers a number of prospective tools and techniques from complex systems management which may be useful and informative to innovative firms.
The next chapter, by Graciela Corral DeZubielqui, Pi-Shen Seet and Allan O’Connor, 'Intellectual capital system perspective: A case study of government intervention in digital media industries', explores how a systems analysis informs strategies of government program intervention using the case of a government-led initiative for the creative industries development in South Australia. The article contrasts an intellectual capital [IC] perspective employing IC analysis tools with a complex systems analysis model. The analysis creates deeper insights into how to manage the resources and capabilities and the knowledge resource interdependencies between the government, university and industry stakeholders.

The following chapter, by Paul Shum, 'A diagnostic tool for assessing innovation readiness', systematically develops an innovation readiness framework based on intellectual capital that captures a complete set of innovation capabilities with associated enterprise-wide interlocking mechanisms and cultural change requirements. This diagnostic tool will help SME practitioners to target more accurately and consistently important areas for improving their organisation's innovation capabilities.

The final chapter in this section, by Jiwat Ram and David Corkindale, 'Developing a framework for the management of Critical Success Factors in organisational innovation projects: A case of Enterprise Resource Planning systems', presents a framework of nine commonly identified Critical Success Factors [CSFs] for the management of the complexities involved in the organisational innovation process of Enterprise Resource Planning [ERP] systems. The authors propose the designed framework to assist SMEs in putting together an action plan to successfully manage the ERP innovation process. They argue that the framework can also serve as a basis for the development of a theory for the management of CSFs. The chapters assembled for the third section provide different viewpoints of how to manage the integration of innovation at different levels, be it at region level or firm level.

The final chapter of the book considers the collection of chapters to illustrate the integrated nature of innovation, and portrays a systems perspective of the interlinkages between the chapters. Innovation is idiosyncratic, and we requested the contributors to this volume to identify the future research agendas that extend from their analysis. The final chapter draws these viewpoints together to chart a course of research development that will increase not only our understanding of
how innovation is integrated within South Australia but how the management of the innovation system can be effected and outcomes can be improved.

Conclusion

This chapter has outlined the ambition for this book and presents the underpinning philosophy which we seek to explore through the coming chapters. Innovation is not the responsibility of any single individual, institution, firm or government department but is instead a result of system integration.

South Australia is a small economy that faces a fundamental need to reshape its approach to innovation. The manufacturing sector, as the backbone of the state’s economy, has and will continue to change its nature and form. This necessitates a rethink about how innovation happens and how the respective actors within an economy interact and engage with each other. In effect, innovation relies on intersections between people, knowledge, information sharing, ideas, and financial and other resources. Innovation happens through regional, social and economic system dynamics; innovation relies on a systems view of entrepreneurship.

Entrepreneurship can be taken as a study of the entrepreneur and new business creation. However, this conception of entrepreneurship misses the critical link to economic outcomes; the ebb and flow of social and economic fortunes that are underpinned by the actions, reactions and engagement of individuals in a specific social and economic system that brings about innovation and change. In this book we are exploring how the linkages within the system can be conceptualised and made transparent.

Intellectual capital [IC] provides a means to capture the dynamics of innovation systems. Although developed for firm-level analysis and performance monitoring, the principles of IC have broader relevance. The challenge is to repackage and reconceptualise IC for the application to entrepreneurship systems. To this endeavour, this book is dedicated for the benefit of the South Australian entrepreneurial ecosystem.
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Part 1

Regional-level perspectives
Moving beyond policy path dependency:

An approach to fostering innovation in South Australia

Jane Andrew, University of South Australia

Introduction

The history we experience is the result of the ideas we pursue.
(Dwight Waldo, 1952, p. 99)

Stemming from the 1990s, the work of Nelson and Winter (1977), Freeman (1985) and Lundvall (1992) on National Systems of Innovation has been used to argue for a new and more holistic perspective of the roles of policy governance and institutions for innovation. Despite this being acknowledged in South Australia’s economic policy discourse at the time, this chapter considers why the state continues to struggle to apply and implement a more holistic approach to stimulating and supporting innovation across the economy. John Dryzek (2001) observes that ’a policy discourse will always feature particular assumptions, judgements, contentions, dispositions, and capabilities’ (p. 658) and is often reinforced by the advocacy of strong industry associations and economic ideologies.

Particularly influential in regional innovation policy discourse has been the work of the Organisation for Economic Co-operation and Development [OECD], whose arguments asserting the primary importance of science and technology to regional economic growth have left an enduring legacy of investments heavily weighted towards science, technology and engineering disciplines and industries in
an effort to foster innovation and develop South Australia’s pool of human capital. Whilst significant immediate opportunities exist for these industries, it is clear that this focus has distracted South Australian policy makers from considering the importance of fields of knowledge within the Humanities, Arts and Social Sciences [HASS] and the valuable role they can play in the state’s innovation system and long-term economic development.

Interpreting the concept of innovation

In 2000, at the time of Australia’s National Innovation Summit, the OECD led the discourse and research on the role of innovation in economic development. At that time, as now, many governments viewed the OECD’s work as a benchmark with which to compare policy experiences, seek answers to common problems, identify good practice (as determined by the theoretical and ideological viewpoints of the dominant member countries) and co-ordinate domestic and international policies. The growing body of research undertaken by the OECD has provided policy makers with reason to increase its support and investment in industries that rely on science and technology as their primary knowledge base and input to production.

The prevailing conceptualisation of innovation

A broad definition of innovation’s role in regional economic development offered by the OECD in 2001 states that ‘innovations are understood as new creations, which have economic significance by virtue of their adoption within organisations’ (p. 12). This statement has contributed to the growing body of discourse focusing on regional economic growth and Endogenous Growth Theory, and has informed a plethora of Australian (national and regional) government economic development reports and policies focusing on stimulating and supporting innovation. Australia’s translation of the OECD’s concept of innovations of significance was, as it still is, commonly cited within the realms of science, technology and the engineering industries.

This disciplinary/industry bias is demonstrated by Parvitt (1984, as cited in OECD, 2001), who summarises the contexts from which innovation stems and observes that there are sectoral differences in the application and outcomes of the innovation process. Parvitt distils this observation into four sectoral types including:
Integrating Innovation

- **supply-dominated sectors** — such as traditional clothing and furniture, where firms generate few important innovations themselves, but rather import them from other firms
- **scale-intensive sectors** — such as food processing and cement, in which process innovations predominate
- **specialised suppliers** — such as engineering, software and instruments, which are characterised by frequent product innovations, often developed in collaboration with their customers
- **science-based producers** — such as producers of chemicals, biotechnology and electronics, who develop both new products and processes, sometimes in close collaboration with universities and research institutes (OECD, 2001, p. 13).

This widely held typology identifying the places or markets for innovations considered of most economic significance implies that the innovation process conforms to a linear product development and supply model.

Seeking to provide a more nuanced and less production-orientated conceptual framework from which to consider innovation, Sporer’s (2008) review of the sociological and economic literature and debates defining innovation reveals that a common distinction is made between discovery, invention and innovation. A 'discovery' contributes a completely new addition to an existing body of knowledge; an 'invention' is the creation of something completely new that did not exist before but is based on existing knowledge; and 'innovation' is based on a combination of discovery and invention. Adding to this discourse, Sporer (2008) outlines three different types of knowledge base and their contribution to innovation. Sporer categorises these types of knowledge as 'synthetic' (engineering-based), 'analytical' (science-based) and 'symbolic' (creative-based).

**Policy as a reflection of interpretations of innovation**

Policy problems are often complex and comprise many different elements together with many different political arguments and actors participating in more than one discourse at a time (Howlett & Lindquist, 2004); yet, as John Dryzek (2001) observes, 'a policy discourse will always feature particular assumptions, judgements, contentions, dispositions, and capabilities' (p. 658).
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Following the lead of many European OECD nations, in February 2000 the Howard government and the Business Council of Australia convened the National Innovation Summit to assess the strengths and weaknesses of Australia’s innovation system, and to formulate ways to improve performance in this area. It also sought to provide a framework to address innovation policy issues in a comprehensive and co-ordinated manner.

Two reports were released that significantly influenced policy discourse. A notable addition to this discourse was the acknowledgement of the importance of creativity to Australia’s economic prosperity. *Innovation: Unlocking the future* (Innovation Summit Implementation Group, 2000) and *Backing Australia’s ability — Real results real jobs* (Commonwealth of Australia, 2001) both articulated a role for creative thinking in the innovation process, while adhering to the technologically focused conceptualisation of the role that creativity plays in the economy. The final report of the Innovation Summit Implementation Group, *Innovation: Unlocking the future* (2000), was delivered after eighteen months of analysis of the strengths and weaknesses of Australia’s capacity for innovation. The report makes key recommendations about what actions and investments are necessary to build a solid, sustainable research and development base from which ideas could grow.

The report’s recommendations focus on three areas: creating an ideas culture, generating ideas and acting on ideas. Adopting the language of business and enterprise within the policy development and promotion arena, the executive summary of the report states:

> We need to create the right culture to support us in our efforts to become better innovators. For example, improving our vision, attitude and strategic approach to innovation, the entrepreneurial expertise of our managers, and our graduates’ skills in creativity, oral business communications and problem solving … (p. ix)

The following statement entwines the discourse surrounding the knowledge economy, education, management and human resource theory with innovation and entrepreneurship, stating:

> If Australia is to be a nation of successful innovators, we must promote an 'ideas environment'; a culture that nurtures good ideas and supports entrepreneurs … It also means a commitment to lifelong learning, and establishing creative
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working environments to sustain a highly skilled and motivated workforce
where excellence in research and innovation can flourish … (p. 2)

Acknowledging creativity's role in the innovation process

The government’s innovation objectives describe creativity as important. However, the emphasis is on innovation stemming from creative maths and science within the supply side of the innovation system. This is evidenced by further excerpts from the Innovation Summit report (2000), where it becomes more focused on the Science, Technology, Engineering and Maths [STEM] knowledge typologies, the sectors and industries in which it considers creativity is of most economic benefit, stating:

Like other countries, Australia is experiencing a shortage in the number of graduates in mathematics, physics, chemistry, and information technology. Yet it is these skills which serve as core building blocks for basic research and development. Such skills shortages will affect the capacity of business to carry out research and development and to conduct knowledge-based activity and will be a significant constraint on investment in vital areas of the New Economy. (p. 6)

The report further states:

Beyond the commitments already made in areas such as biotechnology, environmental sustainability and health and medical research, we must nurture our research capabilities in the ’enabling’ sciences of physics, chemistry and mathematics, and also in the humanities and social sciences. Research in the humanities and social sciences, for example, can enhance the organisational, management, legal and marketing knowledge that is critical to successful innovation. (p. 15)

This linear-supply side-focus on the role of HASS disciplines within the innovation system completely ignores the significant but often unmeasured role that the HASS knowledge taxonomies and, more specifically, the creative professions play in informing all forms of innovations, and interpreting the 'symbolic' and translating this into 'the aesthetic' through design-led approaches to idea generation and creation. Apple Inc. is an example of how the creativity emanating from the STEM and HASS disciplines, when combined, generates innovations that contribute significant economic return and stimulate social change.
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Countries such as Sweden, Finland and Germany have embedded in their culture an appreciation for design, and thus have an advantage in arguments for government support for design-led innovation strategies. Designers employ a range of thinking styles ranging from a rational problem solving advocated by Herbert Simon (1969), where positivism is the basis, to Donald Schön's constructivist reflective practice approach, where meaning and value are explored through a conceptual phase. These approaches reflect the spectrum of thinking styles from intuition and artfulness to science and fact applied within the design process. In her chapter 'Time for change: Building a design discipline', Sharon Helmer Poggenpohl (2009) highlights Steven Toulmin's (2001) observation that the dominance of science has diminished the significance of disciplines that deal with less predictable and messy issues of human behaviour and creation. It is perhaps the perceived messiness of the design/design thinking process that has impeded more concerted integration of design into South Australia's innovation landscape. This is despite the long-running advocacy campaigns by design industry associations for innovation policy interventions to invest in programs that support design skills, and the integration of design into mainstream innovation programs. Creative and design-led approaches to foster innovation have struggled to embed themselves in the suite of policy tools used by economic and industry development agencies to support increasing innovative activity across the economy.

Buchanan (1992) argues that the reason for the persistence of the STEM disciplines being the focus of policy responses to fostering innovation is the limited conceptualisation of the forms of knowledge which contribute to innovation more broadly. This, he suggests, has been the result of the increasing specialisation of learning and knowledge through the growth in size and status of academies from the Renaissance to now. The specialisation of fields of study has contributed to the increasing fragmentation of the spheres of knowledge used in examining issues and solving problems faced by society. Buchanan notes that as spheres of knowledge and disciplines have become progressively narrow in scope and more numerous, they have lost 'connection with each other and with the common problems and matters of daily life from which they select aspects for precise methodological analysis' (p. 6).

This observation is reinforced by the UK-based Creative Clusters network, who state on their website (2002):
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Aspects of creativity [artistic/scientific] have diverged so much in our minds that we now see them as distinct, even incompatible, kinds of activity, with different types of learning, behaviour and language. It can be seen in universities, with their separate schools for arts, science and business, in government departments and in the long-standing isolation of business from the arts. (n.p.)

Stoneman (2007) offers a more balanced recognition of the collective contribution the STEM and HASS disciplines make to innovation. Stoneman’s diagram makes explicit the connection between the ‘soft innovations’ contributed by art and creative practices on the one hand, and the ‘hard innovations’ contributed by science, technology and engineering on the other, both of which collectively contribute to creative products and services that draw on the foundations both of science and technology and of art and creative practices (Howard, 2008, p. 8).

In highlighting the reciprocal and beneficial relationship between the STEM and HASS disciplines, Stoneman (1996) has, however, implied a value bias by differentiating between the hard and solid contribution of science, technology and engineering, and the soft, symbolic and sometimes intangible contribution of creative practices to the ecology of the innovation system.

Ivan Turok (2009) suggests there is a tendency to neglect the wider range of lower status, longer established and ‘medium tech’ industries with considerable scope for design improvements, process enhancements and market diversification. Arguing for a more nuanced understanding of innovation than that posed by the OECD (2001, p. 12), Jason Potts (2007) argues that the heavy focus on innovation as a business-centric, technical search-and-discovery process largely ignores

[the more complex interactions between producers and consumers, as well as subsequent phases beyond technology innovation, such as adoption and adaptation of a novel product or service to human lifestyles, along with its retention and normalisation by a population of carriers. (p. 7)

Howard (2008) argues that in the emerging global economy, it has become more difficult for businesses to compete on the basis of technology and cost alone. They must compete on ‘non-price’ factors, such as brand, reputation, product ‘look and feel’, and their ability to interact with customers. With the emergence of the so-called New Economy in the 1990s highlighting the imperative to innovate, many economic regions in Australia have been considering how they might foster innovation. Business consultants have been busy undertaking numerous industry
consultation rounds, policy reviews and report writing. The reports highlight a growing acknowledgement of the role of creativity, design and the design-thinking process, and their potential to contribute to innovations across the economy, and the need to enable the development of these skills within the state’s workforce. This, however, requires shifts in the policy discourse from using innovation as an abstract noun to a verb in which people in the workforce become agents and actors in the innovation process across the economy.

In the 2004-05 State of the Regions report (National Economics, 2005) there are a number of ‘stylised facts’ that directly relate to, inform and influence policy perspectives on the role and need for the development of creative capital to foster economic growth and sustainability. Of note is the report’s inclusion of the term ‘creativity’. The report calls for a focus on developing the regions’ human capital by investing in both hard and soft infrastructure that will enable knowledge and creativity to make increased contributions to economic and employment growth.

In a similar vein, in 2005 the Prime Minister's Science Engineering and Innovation Council Working Group [PMSEIC] made recommendations for 'leveraging the intellectual and creative wealth of our nation', and proposed that creativity and design are pivotal in stimulating innovation across a wide variety of industries. The committee cites in particular the broader notion of the creative industries, and highlights OECD countries that have developed strategic initiatives to foster innovation through acknowledging and incorporating culture, creativity and design in community and economic growth initiatives, including harvesting the arts, entertainment and creative sectors as key growth sectors of their economies. (p. 7)

PMSEIC’s acknowledgement of the potential for the creative industries to make a significant contribution to the economy was informed by two distinct strands of academic and advocacy arguments that grew in intensity from the 1980s. Both arguments advocate a role for creativity and creative individuals in stimulating regional growth and prosperity.

This sentiment coincides with a growing recognition within the business, science and industry sectors of the value of 'creativity' as an element in an organisation’s strategic approach to attracting and retaining a knowledgeable and highly skilled workforce, stimulating innovation, and boosting competitiveness to retain and increase market opportunities. To this end Green (2009) asserts that
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Regional economies wanting to realise innovation must invest in capabilities and skills for innovation, in the management of innovation, and in collaboration between a varieties of knowledge sectors. This includes investing not only in the development of knowledge and human capital within the science and technology sectors, but also in the development of creative capital and design capacity.

The process of innovation

Beckman and Barry (2007) have observed that as organisations have been confronted with increasingly complex business challenges, many have sought to understand the more fundamental principles underlying the innovation process, in which design plays an important role.

Within the context of enhancing business performance, the concepts of creativity, innovation and design are commonly defined thus (DTI, UK Treasury, 2005, as cited in Howard, 2008):

- 'Creativity' is the generation of new ideas — either new ways of looking at existing problems, or seeing new opportunities, perhaps by exploiting new technologies or changes in markets.
- 'Innovation' is the successful exploitation of new ideas. It is the processes that carry ideas through to new products, new services, new ways of running the business, or even new ways of doing business.
- 'Design' is what links creativity and innovation. It shapes ideas to become practical and attractive propositions for users or customers. Design may be described as creativity deployed to a specific end. (p. 8)

As acknowledged by Green earlier (2009, p. 92), organisations are increasingly considering the design process and applying it for its ability to draw together knowledge from all fields in developing the most appropriate solution to the issue at hand.

Innovation as a social process

Edquist (1997) suggests that the importance of the social and cultural contexts in which innovations are stimulated and adopted makes the process of innovation much more complex than a simple linear progression adhering to a single knowledge
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domain or methodological approach. The Review of the National Innovation System (2008, as cited in Green, Agarwal, & Hall, 2009) asserts that

[m]any government workplace and innovation programs in Australia are directed at technological or scientific innovation while only a few are directed at strengthening innovation management inside organisations, including leadership and culture. (p. 20)

Drawing from academic discourse on knowledge and learning, Charles Owen (2007) developed a conceptual framework that envisaged design as a process of knowledge development, in which both analytic and synthetic knowledge are of equal importance in the translation of theoretical observations and developments into practice in the form of artefacts and institutions (p. 27).

Transforming a social process into an innovation culture

KEA¹ promotes the concept of culture-based creativity and its application to the development of new products and services, stating that

[c]ulture-based creativity is an essential feature of a post-industrial economy.
Culture is the general expression of humanity, the expression of its creativity.
Culture is linked to meaning, knowledge, talents, industries, civilisation and values. (KEA European Affairs, 2009, pp. 3-4)

Rather than considering culturally based, economic, scientific or technological innovation as an either/or choice for policy makers, KEA points to the Oslo Manual’s (2005) guidelines for collecting and interpreting innovation data, where it is recommended that ‘policies on innovation need to be developed so as to recognise the cross-sectoral and multi-disciplinary aspect of ”creativity” which mixes elements of ”culture-based creativity”, ”economic”, as well as ”technological” innovation’ (as cited in KEA, 2009, p. 8).

Historians, political scientists, anthropologists, economists, sociologists and policy makers have all studied the role of relationships between individuals, organisations and groups in a society’s economic development, success and sustainability. Granovetter argues that all economic action is inherently enmeshed in social relations and that all forms of exchange are inherently embedded in social

¹ KEA is a consultancy based in Brussels specialising in providing advice, support and research in relation to creative industries and sport since 1999.
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Some twenty or so years after Granovetter observed the importance of social relations to regional innovation and economic development, Lagendijk’s (1997) work in this area has been influential in arguing the importance of industry clusters to the wider business environment, and acknowledging the vital role of industry associations, research centres and other ‘binding’ organisations. It is via these communication hubs that new patterns of collaboration and networking develop and act as catalysts for innovation by sharing tacit knowledge.

It is therefore important for regions wishing to develop and sustain the culture and capacity to innovate that investments are made not only in the formal education sectors where explicit knowledge is shared, but also in initiatives that foster the sharing of tacit knowledge within and across knowledge domains.

Charles Leadbetter (2000) articulates this perspective when he says:

Culture — not science, technology or even economics — will determine how deeply embedded the New Economy becomes in our daily lives … Economic and scientific modernisation succeeds when it is accompanied by cultural creativity that revolutionises the way we see the world. (p. 228)

Ideas and new technologies in themselves are inert manifestations until they are translated and applied in new combinations, breathing life into new possibilities that inspire the pursuit of business opportunities. As Carlsson (2004) observes, ‘only when the actors in the innovation systems and competence blocs interact with each other closely and frequently enough do the new technical possibilities result in economic growth’ (pp. 248-9). Carlsson adds:

Through better connectivity, the design space becomes denser: more ideas are created, new ideas can be tried and implemented (or rejected) more quickly, and the knowledge base can expand through more experimentation. This reflects the supply side (the innovation system) of the market for innovations. … If the demand side responds appropriately — i.e., if the competence bloc succeeds in selecting and supporting viable new products — economic growth results. (p. 256)

However, as Amidon and Macnamara (2002) have recognised, sustaining the level of communication necessary to foster regional innovation and collaboration within
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clusters and innovation systems requires leadership and a commitment by stakeholders to the exchange of knowledge on an ongoing basis.

Early attempts to implement an industry cluster and network strategy in South Australia

In the late 1990s, Doug Henton and Kim Walesh from the US consultancy firm Collaborative Economics, and Professor Michael Porter, a world leader in the fields of company strategy and the competitiveness of nations and regions, visited South Australia and influenced policy makers in the state and other Australian regions with their work on industry clusters and networks as part of regional innovation strategies. Following the precepts of these American thinkers, who advocated the clustering of interconnected businesses in order to facilitate activity, interactivity and communication, the South Australian state government established the groundwork for the development north of Adelaide of a Multifunction Polis [MFP]. Both the Japanese and the Australian Federal governments promoted and supported the experiment in bringing a critical mass of interrelated organisations and their people together, so widespread was the influence of the idea of clusters as a stimulus to innovation.

The two clusters chosen for the prototype MFP program were defence and multimedia. Plans for their concentration in Adelaide's north reflected the enthusiasm in the early 1990s of those interested in, and working within, industry and cluster programs. In 1994, AusIndustry\(^2\), for example, launched its business networks program, which ran parallel to the MFP’s strategy to stimulate industry clusters and networks and other business collaboration programs. Late in 1998, the industry clusters program was transferred to South Australian Business Vision 2010 [SABV2010], during which time defence, multimedia, spatial information and water clusters formed.

Other clusters entered the formative stages of development at this time, including business collaboration programs in international tourism; commercial sport and recreation; environment management products and services; mining and geosciences; arts; business and legal services; the conventions industry; renewable

---

\(^2\) AusIndustry was established in 1994. Its primary remit was to deliver business services that build on three key drivers of economic growth — innovation, investment and international competitiveness. These services are now delivered by the Department of Industry through its website, www.business.gov.au.
energy; and healthy ageing. In addition, several major new cluster initiatives in the IT and bioscience industries were emerging outside SABV2010’s cluster development program. In a document that was part-review and part-advocacy for continued government funding for the SABV2010 Industry Clusters Program, South Australian economist Professor Richard Blandy cited the European regional innovation systems, observing that the development of sustainable and productive clusters and networks could not be accomplished overnight, but was a 'medium to long-run task, as the time horizon for growth and income targets is typically 5-10 years' (2004).

Blandy’s observation supports the findings of other researchers and interested individuals and organisations, many of whom attended the SABV2010 Arts Cluster meetings. All expressed a concern that the funding arrangements for cluster initiatives were commonly too short compared to the time it takes industry clusters to develop and build robust, sustainable and productive relationships between multiple business sectors, generating new market opportunities and innovations. Short-term investment, however, was the norm, which suggests an implicit lack of understanding amongst most policy makers and treasuries of the vital role of ‘agency’ in the development of knowledge-sharing networks and industry clusters to inform, develop and apply innovations within a diverse array of markets across an economy.

The work of Morgan (1996) and Rosenfield (1997) (as cited in Lagendijk, 1997) also spoke to the contribution and importance of industry clusters to the wider business environment, and acknowledged the important role of industry associations, research centres and other 'binding' organisations. They suggested that it would be via these communication hubs that new patterns of collaboration and networking could develop and act as catalysts for innovation through the sharing of tacit knowledge. This observation was reflected in the call of the 2003 Adelaide Thinker in Residence, Charles Landry, for investment in 'urban animateurs', whose sole role was to 'add value to existing initiatives by identifying opportunities to connect people, organisations, events and conferences and to build Adelaide’s potential as a connected and strategic city' (2003, p. 8).

In spite of reasoned support, however, the MFP was abandoned before 2000, and the SABV2010 carriage of the cluster program only lasted for a little over two years. The support for cluster strategies to foster innovation waned irrevocably when the state’s economic development agency, the Department for Industry and
Trade [DTI], began redefining its strategic objectives and restructuring to form the Department of Trade and Economic Development [DTED] in 2004.³

Overcoming policy path dependency

Cooke and Memedovic (2006) argue that

[p]olicies pursued by regional governments can enhance the economy, culture and identity of regions, including their institutional capacity to attract, animate and construct competitive advantage. Collective entrepreneurship, by promotion of cooperative practices among actors, may give regions distinctive trajectories in regional economic development. (p. 3)

Henton, Melville, and Walesh (1997), in their book Grassroots Leaders for a New Economy: How Civic Entrepreneurs are Building Prosperous Communities, argue that the regions that are most able to succeed in the New Economy practise ‘collaborative advantage’ and highlight the role of civic entrepreneurs, whom they regard as catalysts for collaboration between community, business and government. That is, the entrepreneurs enjoy tight relationships at the intersection of their business, government, education and community sectors, which provide regional resiliency and a unique ability to set and achieve longer-term development goals.

An intertwining of business management and economic development theory reinforced and informed this growing articulation and approach to economic development. Osborne and Gaebler’s (1992) observation, occasional participation and published commentary in the series Reinventing Government had a major impact on the way democratic governance was viewed, theorised and implemented through political and administrative systems. Embedded within a neo-classical economic framework, the overriding premise of the political theory of reinvention is that business and enterprise are the key drivers of regional economic success.

Attempts to facilitate a more integrated policy environment

The South Australian Strategic Plan [SASP] was designed to provide an overarching, whole-of-government statement on the state’s strategic priorities, and it aspired to address the issue of individual agencies developing their separate sectoral plans in

³ After 2004 the department was restructured again in October 2011, forming the agency current at the time of writing, the Department of Manufacturing, Innovation, Trade, Resources and Energy [DMITRE].
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isolation from one another. The 2004 SASP states that it provides a framework for agencies to work together to achieve clear overall objectives and ultimately seeks to widen opportunities for all South Australians by focusing on six key strategic objectives. The plan states:

Our priority is to reinforce South Australia as a place that thrives on creativity and innovation. This capacity to do things differently will be one of the keys to achieving all of our objectives. (Department of the Premier and Cabinet, 2004, p. 3)

‘Fostering creativity’ was one of the six objectives seeking a more holistic approach to fostering innovation. In 2004 the first iteration of the SASP’s ‘fostering creativity’ objective stated:

The government recognises its role in providing the right environment for these attributes to flourish in sectors ranging from the arts to manufacturing, and its ability to provide a lead for the rest of the community. Our capacity to do things differently will be one of the keys to achieving all of our objectives. (p. 5)

The government updated the SASP in 2007 and 2011, with the 2011 update including 100 targets across six priority areas. The 2011 SASP prioritises the three foundations of a sustainable society: Our Community, Our Prosperity and Our Environment are its organising priorities. The plan also recognises that to nourish a sustainable society ‘Our Health, Our Education and Our Ideas’ are essential … Targets in the Plan are specific and measurable. They align our top priority visions and goals to specific objectives against which we can measure our success and adjust our strategies accordingly. (Government of South Australia, 2011, p. 14)

What has not changed since the 2004 iteration of the plan is the desire for a more integrated and collaborative approach to policy and the delivery of services to be developed and adopted as a cultural norm across government. This is best summarised by the following statement:

Neither the objectives nor any individual targets stand alone — they are all part of a larger inter-related framework. Achieving one target should not come at the expense of another. Smart thinking about how we do things can neutralise

---

4 The 2004 SASP strategic objectives were growing prosperity; improving wellbeing; attaining sustainability; fostering creativity; building communities; expanding opportunity (Department of the Premier and Cabinet, 2004, p. 3).
It needs to be asked whether there has been significant enough investment in understanding and enabling collaboration across the interrelated framework of policy objectives and targets, or in fostering policy innovation in order to do things differently and move away from policy path dependency.

From smart thinking to design thinking

Just as the application of creativity was adopted as part of the language within business development, by 2010 the term ‘design thinking’ had become as popular in both the business and policy domains as the term ‘creativity’ has been over the previous twenty years. The growing awareness of the way the design professions approach considering and resolving problems and the development of new products and processes has increased design thinking’s appeal to a number of politicians and policy makers in South Australia.

Although South Australia’s design community has been advocating since the 1970s that designers and the creative professions in general make a valuable contribution to the economy, the government has made a distinct lack of investment, and has offered support for the development of the state’s design sector at arm’s length. The notion of ‘design thinking’, therefore, only gained significant attention in South Australian policy circles as the result of Laura Lee’s Thinkers in Residence, 2009-10. Lee, an advocate of the value of design and design thinking, has always argued for the centrality of integrated design as an agent for a sustainable future and a better human experience, highlighting the importance of collaborative engagement across sectors and disciplines. As she states in her Thinkers in Residence report:

Integrated design promotes holistic approaches and acknowledges that we need to think, and act, strategically for the long term. We need to inform decision making with research, education and collaborative practices embedded in a flexible and interactive structure that promotes innovative new policies and actions for a prosperous and sustainable future for South Australia.

(Lee, 2011, p. 12)

Established in 2010 on the basis of one of the key recommendations of Lee’s report, the Integrated Design Commission [IDC] was lauded nationally as Australia’s first state-level, cross-government design advisory team. Initially focusing on the
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Urban environment, the IDC contributed significantly to stimulating discussion and projects to enhance Adelaide’s quality of life through a multidisciplinary, design-led approach. The Commissioner, Tim Horton, had begun working toward broadening the IDC’s scope of industry interaction when state Premier Mike Rann stood down in October 2011. With Mike Rann retiring from state politics, the IDC lost an influential advocate and the commission was disestablished soon thereafter. The SA Government Architect working within the Department of Planning, Transport and Infrastructure subsumed its role. With the release of the state’s manufacturing strategy, *Manufacturing works* (DMITRE 2012), articulating the importance of design within the state’s innovation system, perhaps the disestablishment of the IDC was premature.

Challenging entrenched perceptions of value

The emphasis on stability and predictability, typical of neo-classical economic models applied through ‘bureaucratic proceduralism’ within government treasuries, contrasts with the desire to do things differently as urged in the South Australian Strategic Plan, which highlights the difficulty of fostering a culture of creativity and innovation broadly across governments. The contrast and conflict of cultures can be illustrated using Quinn’s Competing Values Framework [CVF], (Figure 2.1). CVF emerged in the 1980s from studies of public sector organisational effectiveness in the US. In *Beyond Rational Management*, Quinn (1988) characterised organisations as complex, dynamic and contradictory systems in which managers must fulfil many competing expectations. Conflicting aspirations and entrenched cultural norms are factors that are well-recognised as having the ability to stifle innovation in any aspect of the economy.

Although the South Australian Strategic Plan promoted an underlying vision of collaboration and integration between agencies in an effort to avoid the development of separate sectorial plans in isolation, the act of drawing together government agencies with differing objectives and knowledge taxonomies, along with distinct operational objectives, has proven difficult. Efforts to match the SASP’s rhetoric with action have only served to highlight the challenge of developing cohesive policy networks.

Consider, for example, the traditional, internal focus of Treasury and its concern with maintaining stability and control of the state’s finances. Contrast these with industry strategies seeking to support the development of clusters and
innovative capacity, which are externally focused, with an emphasis on idiosyncratic forms of knowledge, interaction and strategic power. The opposing goals, culture and languages between open-systems models and entrenched neo-liberal economic practices and cultures immediately create impediments to achieving the very thing to which the SASP aspires — fostering innovation within and across government policy domains.

The challenge for a region wishing to change traditional mindsets and integrate such widely disparate cultures is to reconceptualise how a community views itself and the actors within regional innovation. This suggests the need for a reassessment of the concepts and ideas that inform policy and community perceptions of public value and action. One of South Australia’s first Thinkers in Residence, Charles Landry (2003), identifies the most inhibiting factor for regions wishing to develop policies that foster the development of creative capacity as ’bureaucratic proceduralism’,
which he posits ‘prevents the identification and exploitation of endogenous creative potential’ (2003, p. 46).

**New ways of measuring value**

Influential in South Australia’s policy environment in the 1990s, Collaborative Economics (Henton, Melville, & Walesh, 1997) highlighted the fact that economic innovation requires social innovation, and that assets, networks, culture and the quality of life of the community are cornerstones for regional innovation. However, existing statistical methods do not enable the identification and nuanced measurement of complex and multidimensional innovation systems. Chris Yapp (2005) makes an insightful observation of the inertia common in many public agencies, which prevents them from exploring new ways of envisaging and delivering public value, stating:

> We all want to make our organisations more innovative through radical creativity, and we are all interested in new metaphors. Yet there is also a need for a shift in the organisational logics which sometimes narrow the field of enquiry. (pp. 57-60)

South Australian governments, and the community they serve, therefore, need to acquire a more nuanced appreciation of the ways in which multiple forms of knowledge, creativity and design contribute to an economy. To translate the state’s resource of creative capacity into economic advantage, a broader and more sensitive way of measuring the creative contribution is needed, such as Verna Allee’s Value Network Analysis [VNA] model (2002).

**Applying value network analysis**

In the 1990s, business analysis tools, such as value-chain and value-added business analysis, were popular means of identifying and measuring work flows and the input and output of a supply function. Allee (2002) argues that these linear methodologies based on mechanistic industrial production perspectives are not adequate in explaining the complex, interdependent and dynamic relationships between the multiple sets of actors who contribute to organisational or regional economic sustainability and growth.

Allee (2002) draws on living systems theory, knowledge management, complexity theory, system dynamics and intangible asset management theories to offer a methodology for analysing large complex networks. She describes a value
network as any set of roles and interactions in which people engage in both tangible and intangible exchanges to achieve economic or social good. Having developed the value network methodology originally to benchmark extremely complex re-engineering projects in 1997, Allee (2002) refined it for capturing transactions and value in the knowledge economy. VNA links specific interactions within the value creating network directly to financial and non-financial scorecards. She proposes that value network analysis methodology

[i]s grounded in principles of living systems, and represents a decided shift away from mechanistic models. It expands current thinking about intangibles in three important ways.

1. It goes beyond the asset view of intangibles to also consider intangibles as negotiable and as deliverables.
2. It proposes a way to model organizations and business relationships as living networks of tangible and intangible value exchanges.
3. It provides a way to link scorecards and indexes to specific business activities, allowing people to more fully understand the impact of their decisions and actions in both tangible and intangible terms. (p. 2)

Allee (2002, p. 37) argues that a value network generates economic value through complex dynamic exchanges between one or more enterprises, customers, suppliers, strategic partners and the community, and creates three currencies of value, those being:

1. goods, service and revenue [GSR]: exchanges for services or goods, including all transactions involving contracts and invoices, return receipt of orders, requests for proposals, confirmations or payment, and also including knowledge products or services that generate revenue or are expected as part of service (such as reports or package inserts)
2. knowledge: exchanges of strategic information, planning knowledge, process knowledge, technical know-how, collaborative design, policy development and so on, all of which flow around and support the core product and service value chain
3. intangible benefits: exchanges of value and benefits which go beyond the actual service and which are not accounted for in traditional financial
Integrating Innovation measures, such as a sense of community, customer loyalty, image enhancement, or co-branding opportunities. Understanding, accepting and using a value network analysis such as that advocated by Allee provides decision makers and other actors with a new path to policy-making as it relates to innovation. Current policy path dependency sees policy makers depending on behaviours and attitudes that have traditionally served to maintain stability and control. The paths to decisions are well-worn, predictable and safe. KPIs can be satisfied. Questions about the value of policies to the public can be reliably answered with stock responses.

Analysing the economy as a network of complex dynamic exchanges will enable individuals, organisations and the system as a whole to understand the value they are contributing and receiving, and the sorts of policies that would facilitate the whole operation.

Conclusion

A growing awareness of the way the creative and design professions approach issues, communicate ideas and develop new products and processes has meant that the term 'design thinking' has become as popular in both the business and policy domains as the term 'creativity' has been over the last twenty years. It is when the differing forms of creativity (artistic, technical and economic) combine, and when innovations in the ways policy problems are conceptualised and addressed, that 'creativity' is best able to address the objectives and targets outlined in the South Australian Strategic Plan. This requires governments, policy makers and industry to shift their thinking about innovation, production of goods, the development of IP, and delivery of services away from a linear production chain model to a systems theory/design thinking approach. In a systems theory model, Bilton (2007) states that 'creativity is dependent upon the relationship between individuals and organisations, not on the competencies within individuals and organisations' (p. 53). Further, he states: '[A] creative economy can only thrive if policy makers, firms and individuals invest in the processes and systems which lie behind it' (p. 171).

Within increasingly contested policy environments stemming from both political and agency-based competition, Markusen (1999, p. 870) draws our attention to 'fuzzy concepts', in which she observes examinations of regional development merely as characterisations of the causes of regional economic growth. A fuzzy concept
of particular concern to Markusen is the role of creativity and the creative industries in the economy. Her analysis from an economic geographer’s perspective has led her to note that the role of institutions and cultures has become so abstract that they are commonly referred to as ‘contingencies’ and placed at the boundaries of analysis. Furthermore, she argues:

The displacement of agents and actions by process nouns entails a shift away from the study of actors, bureaus and social groups, the structures within which they operate, their actions and outcomes, toward a discourse in which processes themselves become the causal agents. (p. 870)

Oughton, Landabasco and Morgan (2002) observe that

[the regional government can play a major role in articulating and dynamising a regional innovation system … the nature of the regional governance system and the wider institutional framework shapes the effectiveness and the efficiency of regional knowledge building/transfer among the different integrating parts of the system, including individual firms, sectoral/value-chain cluster, networks, business service providers, technology centres, university departments, technology transfer centres and development agencies. (p. 102)

Utilising the context-based and less prescriptive conceptual frameworks of Value Network Analysis methodology would provide a means by which South Australia could develop a more nuanced understanding of the ways in which the state’s diverse array of creative and design sectors engage and contribute to the economy. This in turn is likely to provide opportunities for sectors that implement the open-process model as part of their operational and innovation models to demonstrate to those who work with a highly structured internal process model the long-term value that is to be gained from investments supporting the development of all forms of knowledge and creativity.

The challenge ahead in South Australia is to build on attempts to operationalise a broader conception of creativity and the value of design, no matter the field of creative practice — one that moves beyond creative quick fixes to an approach that is holistic, multisectoral, multidisciplinary and multidimensional.

Future research recommendations

If South Australia is ‘to do things differently’, it needs to innovate its innovation polices and instruments to foster innovation. It is worth reflecting on a statement
made in 2005 by Stephanie Key, the then South Australian Minister for Employment, Training and Further Education, who said:

Innovation is not about a few high-profile, high-tech, sectors of the economy; it is about every part of the economy and the need to be smarter in everything we do. Its importance to our economic future development does not mean that we have to turn every business into a mini-University. Rather, it means that we must apply, in new and changing ways, new technologies, new types of work organisation and be constantly open to new skills and ideas. (Department of Further Education Employment Science and Technology, 2005, p. 3)

South Australia’s economy cannot rely on the mining and technology sectors to provide long-term economic stability. Nor can the state rely on the car industry to support hundreds of small manufacturing businesses within the car-manufacturing supply chain. Accordingly, a diverse array of knowledge, conceptual and problem-solving expertise, as well as the products and services of South Australian creative individuals and workforces, needs to be considered equally important to achieving all of the state’s economic objectives. Applying Allee’s (2002) value analysis methodology will generate a more nuanced local knowledge of the state’s innovation system across all sectors and therefore inform innovations necessary to develop a more integrated approach to fostering innovation on an economy-wide basis.
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Introduction

We explore innovation performance in the context of measuring and analysing patent data within the Australian state of South Australia [SA]. However, we discuss and identify the use of patent data to measure innovation performance and the underlying assumptions and any limitations of such an approach in greater detail in this chapter.

Notwithstanding that it has been possible to suggest certain conclusions concerning that state’s innovation trajectory from the patent data, integral to this exploration are the economic, regulatory and constitutional features that affect and define the nation of Australia and its states. For the purpose of this research, we launch from a discussion on SA patent activity to discuss the state’s regional innovation system [RIS]. The RIS has typically been examined and defined in terms of a nation state. Uniquely, this research exploration brings together the two elements of examining an innovation system unit that is smaller than a nation state — in this case a state in Australia — and linking that with an analysis of that state’s innovation performance.
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**Table 3.1: Definitions of innovation.**

Source: Courtesy of the authors, adapted from Doepfer, 2012.

<table>
<thead>
<tr>
<th>‘Innovation’</th>
<th>Character</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>... is any thought, behaviour or thing that is new because it is qualitatively different from existing forms.</td>
<td>Newness</td>
<td>Barnett (1953, p. 7)</td>
</tr>
<tr>
<td>... is any idea, practice, or material artefact perceived to be new by the relevant unit of adoption. The adopting unit can vary from a single individual to a business firm, a city, or a state legislature.</td>
<td>Newness</td>
<td>Zaltman, Duncan, &amp; Holbeck (1984, p. 10)</td>
</tr>
<tr>
<td>... [can m]ost generally ... be seen as the synthesis of a market need with the means to achieve and produce a product to meet that need.</td>
<td>Outcome</td>
<td>Moore &amp; Tushman (1982, p. 132)</td>
</tr>
<tr>
<td>... is an idea, practice or object that is perceived as new by an individual or other unit of adoption. It matters little, so far as human behaviour is concerned, whether or not an idea is objectively new ... The perceived units of the idea for the individual determine his or her reaction to it. If the idea seems new to the individual, it is an innovation.</td>
<td>Newness</td>
<td>Rogers (1983, p. 11)</td>
</tr>
<tr>
<td>... is the process whereby new ideas are put into practice.</td>
<td>Newness/Outcome</td>
<td>Rickards (1985, p. 10)</td>
</tr>
<tr>
<td>... = invention + exploitation. The invention process covers all efforts aimed at creating new ideas and getting them to work. The exploitation process includes all stages of commercial development, application, and transfer, including the focusing of ideas or inventions towards specific objectives, evaluating those objectives, downstream transfer of research and/or development results, and the eventual broadbased utilisation, dissemination and diffusion of the technology-based outcomes.</td>
<td>Newness/Outcome</td>
<td>Roberts (1987, p. 3)</td>
</tr>
<tr>
<td>... is the adoption of an internally generated or purchased device, system, policy, program, process or service that is new to the adopting organisation</td>
<td>Newness/Outcome</td>
<td>Damanpour (1991, p. 556)</td>
</tr>
</tbody>
</table>
Background

In relation to innovation performance, as assessed through patent data, this chapter specifically discusses the application of a particular approach to selecting the type of 'patent families'. In this case we have chosen the Derwent World Patent Index [DWPI] of families (Thomson Reuters, 2012). The analysis included activity timelines (including 'family' expansion rate); a geographical analysis (source of innovation; destination of innovation); patent grant success rates; entity analysis (sector, portfolio size, number of inventions, entity citations); patents held by individuals; and the same analysis against the dimension of technical categories (such as pharmaceuticals, and agriculture and food), and academic intellectual property.

There is a significant body of research concerning innovation performance, and the particular role of patents as a metric. That research illustrates the strengths, weaknesses and limitations of such an approach. More broadly for example, Hagedoorn and Cloodt (2003) strongly advocate the merits of innovation performance being assessed using multiple indicators, and an example of that approach being applied is Dutta and Benavente’s (2011) Global Innovation Index [GII], where patent data is only one of the inputs.

Innovation — Towards a definition

What is innovation? While there may be a range of differing views, Kline and Rosenberg (1986) suggest that innovation is not necessarily something that is well-defined, or even homogeneous, nor can it be identified as entering an economy at a specific point in time.

To further highlight the point that innovation is not necessarily a homogeneous thing or even a homogeneous class of items, Doepfer (2012), by way of example, sets out a range of definitions of innovation, in terms of either its newness or its outcome, as illustrated in Table 3.1.

Notwithstanding that there may be some argument concerning the homogeneity of definitions for innovation, it does appear to be thematic.

Rogers (1998, p. 6), in his work concerning both the definition and measurement of innovation, notes five types of innovation described by the Organisation for Economic Co-operation and Development [OECD]:
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- introduction of a new product or qualitative change in an existing product
- process innovation new to an industry
- the opening of a new market
- development of new sources of supply for raw materials or other inputs
- changes in industrial organisation.

Measuring innovation — Patents as an indicator and the notion of value

Outputs and inputs

Rogers (1998), like other researchers and commentators, distinguishes between output and input measures of innovation. Similarly, Dutta and Benavente (2011), in their approach to developing a global innovation index, make that distinction.

The Global Innovation Index project, which the graduate business school INSEAD launched in 2007, highlights the multiple indicator approach, but with the broader objective of attempting to capture the true 'richness of innovation in society', (Dutta & Benavente, 2011, p. 1). The research looks beyond measures of innovation such as the number of PhDs, the number of research articles produced, the research centres created, the patents issued, and research and development expenditure. It also draws an important distinction between input and output measures.

This research is also conducted with reference to countries — whereas the analysis underpinning the research in this chapter is unique in that it addresses the issue of innovation performance by a state (or nation/country sub-unit). In particular, the index comprises two sub-indices: the Innovation Input Sub-Index, and the Innovation Output Sub-Index, with each one being built around five ‘pillars’ (Dutta & Benavente, 2011, pp. 8-9). The Input Sub-Index includes elements that are considered to enable innovation in relation to the 'national economy': institutions (that is, the political environment, regulatory environment and business environment); human capital and research (that is, education, tertiary education, and research and development); infrastructure (ICT, energy, and general infrastructure); market sophistication (credit, investment, trade, and competition); and business sophistication (knowledge workers, innovation linkages, and knowledge absorption). The Output Sub-Index attempts to collect actual evidence on innovation outputs: scientific outputs (that is, knowledge creation, including patents and other intellectual property [IP]; knowledge impact; and knowledge diffusion); and creative outputs (creative intangibles, and creative goods and services).
In the context of our later discussion, we give specific consideration of the regional innovation system. Perhaps it is useful to note the elements of Dutta and Benevente’s Global Innovation Index, which focuses on innovation with respect to nations. To what extent are there linkages between any of those elements at a regional level — that is, at a level that is less than at a national level? This may be particularly instructive when considering the geopolitical-economic dynamics and constraints. For example, from where is government innovation policy most effectively directed?

**How many indicators?**

Hagedoorn and Cloodt (2003) examine whether it is preferable to use multiple indicators when endeavouring to measure innovative performance, in particular, R&D inputs/expenditure, patent counts and patent citations, and new products (as measured by new product announcements). This is a significant study, examining a large international sample of some 1200 companies, in four high-tech industries. However, for the sectors examined there was sufficient overlap that any one of them could be applied to capture innovation performance.

It is important to note that the context for this research does vary between forms of national measures, whether in the form of an index (or any other metric) assessing the value of a patent, or the innovation performance of a firm. Even so it is useful to consider the range of approaches, which also, as noted above, includes Dutta and Benavente (2011) taking a multiple indicator approach with innovation output and input elements as sub-indices. These approaches are to be contrasted at possibly the other end of the spectrum with single indicator measurements such as the patent success ratio of McAleer and Slottje (2005). As we will discuss later on, in relation to the state of South Australia and an analysis of that state’s intellectual property, amongst the matters analysed is a ‘success ratio’ (Thomson Reuters, 2012). In that instance it is measured as the patent grant to patent application ratio.

**An innovation-patent nexus**

In terms of empirical approaches, the use of patent data as an index of innovation dominated most early econometric work on innovation (McCann & Ortega-Argiles, 2013). To some extent this is still the most widely used index. However, since the 1990s there has been a concerted effort to use better sources for measuring innovation, driven by two reasons: first, patents reflect very few of the innovations from the services industries (which account for some 70 per cent of value added in advanced
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economies), and second, patents poorly reflect, say, non-technological innovations. This led to the development of a revised Pavitt-type taxonomy. There were also major developments in the areas of firm-based innovation surveys, focusing on technology business practices, for example (McCann & Ortega-Argiles, 2013).

Much of our discussion so far has at least implied some form of connection between patentability and innovation. Are they in some way equivalent, or is one a test for the other? Put another way, is innovation essential for the granting of a patent, or does patentability indicate that an invention is innovative? If we take the example of the requirements for patentability under the Australian framework, under the most prevalent type of patent, which is the 'standard patent', the so-called level of invention is demonstrating an 'inventive step' over the prior art.

'Inventive step' is defined under the Australian Patents Act and requires a determination of whether an invention would have been obvious to 'a person skilled in the relevant art' (Australian Law Reform Commission, n.p.). This assessment is made in light of the 'common general knowledge', as it existed in Australia before the priority date of the claim. It may also take into consideration prior art information before the priority date that a person skilled in the art could reasonably be expected to have ascertained, understood and regarded as relevant.

In the Australian Law Reform Commission, the Australian High Court considered the inventive step requirement. The Court determined that in assessing whether or not the inventive step requirement has been satisfied, the issue is whether a notional research group in the field 'would have been led directly as a matter of course to pursue one avenue in the expectation that it might well produce the [claimed compound]'. The Court found that the results of a 'routine literature search' that have not entered into the common general knowledge are not relevant to an assessment of inventiveness (Australian Law Reform Commission, n.p.).

In 2001 changes were made to the Australian patent laws affecting the assessment of the inventive step requirement by allowing 'mosaicing' of prior art information during patent examination. Mosaicing allows a patent examiner to assess the inventive step in light of two or more pieces of prior art information in combination, provided that a person skilled in the relevant art could reasonably have been expected to combine such information. Prior to those changes, patent examiners were only permitted to assess the inventive step in light of a single piece of prior art.
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information, alone or combined with common general knowledge in the relevant art in Australia (Australian Law Reform Commission, n.p.).

There are certainly similarities between the inventive step and the concept (or definitions) of innovation. Are they one and the same thing? On the mere construction of 'innovation', it could be reasonably regarded that innovation is a more expansive concept.

Patents and value

There has been a plethora of research conducted concerning the significance of patents in relation to the value of intellectual property, and even concerning the contribution to the value of the enterprise or firm. Perhaps by implication, there is also plenty of research measuring innovation. Indicative of the spread of research addressing these and related matters are the following examples:

- Laitner and Stolyarov (2009) have asserted that there is a connection between the value of a firm, its patents, and the frequency of the citations for those patents. It should be noted that patent clusters and any lag in citations adds complexity to this proposition.

- What is the effect of various research investment inputs on the value of patents? The research examined five sets of factors with respect to possible determinants, and assessed their relative importance: organisation characteristics, inventor characteristics, character of the patent, competitive environment, and the locations (Gambardella, Harhoff, & Verspagen, 2006). Of these determinants (and their associated factors), the inventor’s characteristics were the most influential in affecting the value of a patent. Amongst the factors associated with the inventor characteristics are their experience in the organisation, their own 'innovation experience' (as measured by the number of previous patents filed), and inventor effort or motivation (with monetary, career or reputation incentives as proxies for this).

- Is the national patent system in which the patent is filed a factor in affecting its value? The particular research compares patent filings in the United States of America and Germany, concluding that, for comparable inventions, patent filings in Germany have an associated higher value (Bessen & Thoma, 2012).
• This is consistent with the findings from the studies resulting in the Economic Complexity Index. This work identifies the Economic Complexity Index as an indicator of an economy’s ability to capture economic value from, for example, innovation activities; and the higher the Index value, the higher this ability. The US Index value is 1.4 and the German index value is 2.0, whereas the Australian Index value is -0.3 (Hausmann et al., 2011).

• There are also a range of ‘accounting standards’ approaches to determining the value of intellectual property, which includes patents (Singla, 2012). These approaches include assessing the value by the costs incurred, the market valuation (which may be difficult in the case of very new inventions), and the income generated. Singla (2012) suggests that these approaches will, with all other things being equal, produce different results depending on the maturity of the invention or associated product. There are also other methods (the ‘25% method’), where the licensor receives 25 per cent from the licensee’s gross profits arising from the technology (Hagelin, 2004).

• Other instances have applied regression analysis of a firm’s market values to derive the value of patent portfolios, using the owner’s willingness to pay patent renewal fees, or the owner’s estimate of value, as alternative approaches to determining value (Hall, 2009).

• Also, while a patent may be cited as state of the art, it can be cited, too, because it threatens the ‘novelty’ of new patent applications. This characteristic in itself can affect the value of a patent. A market value approach can be applied to assess the value of a patent with blocking potential. This particular research suggests that patents which receive a higher number of so-called blocking citations may have a higher economic value to firms than other patented inventions (Czarnitzki, Hussinger, & Leten, 2010).

• There has been a significant body of research conducted examining the determinants of value for patents and intellectual property more broadly. Gambardella, Harhoff, and Verspagen (2006) consider a range of factors or determinants that might affect the value of patented inventions. While noting that investment in resources is an important factor, they highlight
the importance of inventor characteristics, such as past citations and level of education. Also, the economic value of an invention may rest with the breadth of the inventions produced. This may relate less to equivalent patents or patent families, but is significant for ‘complementary technology’.

- This research also indicates that increased resources may be associated with a higher value of the portfolio of inventions (spreading resources across technology-related inventions), and the level of research and development [R&D] is a good predictor of the number of patents. The resources do affect the value of an invention/patent, but perhaps the most significant factor is the inventor characteristics.

In relation to biotechnology in particular, Albino, Petruzzelli, and Rotolo (2009) considered the determinants of patent value. Amongst their determinants they examined scientific knowledge, inter-organisation collaborations, patent scope and technological 'radicalness'. Of these determinants their research suggested that only the organisational breadth of new technology search, the scope of new patents and the radical nature of new technology were significant. Of course, this was by specific reference to biotechnology, which raises the broader question of the extent to which the value of patents (or for that matter the value of intellectual property more broadly) is affected by different ranges of determinants or factors, depending on the sector, industry or technical category.

We raise the above matters as an open question in terms of whether there is a corollary between them and the measure of innovation itself (or even its associated value). Are there further related implications for innovation concerning variations regarding the sector or industry? This is something that we also consider in relation to the regional innovation system.

**Analysis of South Australian IP**

The Government of South Australia commissioned research entitled 'Analysis of South Australia IP' (Thomson Reuters, 2012). This is perhaps particularly relevant in relation to our later examination of the regional innovation system [RIS] — in particular, uniquely, whether South Australia comprises an RIS. IP is pertinent to any consideration of innovation, notwithstanding our earlier remarks concerning whether there are limitations as to the completeness of IP as a measure of innovation.
The research commissioned by the SA Government was limited to consideration of patent applications and granted patents. Of course, not all innovation is protected by way of patent, both as a matter of strategy or tactics, or due to the specific requirements of patent protection that may preclude certain inventions from that form of IP protection. This question of innovating without using patent protection is becoming increasingly relevant as new forms of collaboration enable and encourage patent- and IP-less innovation (see Figure 3.1 for examples and for the trajectory of development).

It is useful to note that the data collection and analysis used in the research commissioned by the Government of South Australia employed the collection of full patent content on Thomson Innovation, including the Derwent World Patent Index [DWPI]. To focus on the state of South Australia, data was collected from the Australian Patent Register from applicants with an address with a postcode corresponding to that state. Also, in the case of patent documents filed outside
Australia, the search included documents filed by South Australian Patent Attorneys. The DWPI is structured around patent families.

A patent family is, according to Martinez (2010, pp. 10-11), ’a set of patents taken in various countries to protect a single invention (when a first application in a country — the priority — is then extended to other offices)’. In other words, a patent family is 'the same invention disclosed by a common inventor(s) and patented in more than one country' (US Patent and Trademark Office, n.d., n.p.).

There are a range of approaches to patent families, their associated definitions, and types (Martinez, 2010): equivalents (patents that most likely protect the same inventions); extended families (patents protecting the same or related inventions); single priority families (each first filing is treated individually, as the origin of a different family); examiners’ technology-based families (patent documents protecting the same technical content); and commercial novelty-based families (patent documents protecting new technical content, which includes data sourced from the DWPI). Each of these patent family types lends itself to particular uses.

The analysis commissioned by the SA Government examined a number of dimensions (Thomson Reuters, 2012), which are in this instance relevant to understanding the extent to which the state of South Australia is in some way a regional innovation system. This IP analysis particularly takes us at least part of the way to understanding IP and perhaps innovation in South Australia — the IP profile of South Australia and some of its entities may provide some pointers to the existence (or otherwise) of innovation systems. The dimensions of this IP analysis include, most importantly for this chapter:

- activity timelines — patent applications/grants (refer Figure 3.2)
- success — patent grant to patent application ratio (which is also

Figure 3.2: Activity timelines.
referred to by McAleer and Slottje [2005] as a measure of innovation)

- entity analysis: corporate, academic/government, individual; tiers of number of inventions per entity; filing strategies by Patent Co-operation Treaty [PCT], country; level of citations
- technical analysis — number of inventions per technical category; timeline; growth rates
- strength (Thomson Reuters IP Analytics Strength Index)
- academic IP in South Australia.

There is a delay of eighteen months between filing a patent application and its publication, which has resulted in not all years of data being complete. However, notwithstanding that, the data and this graph, entitled Filing and [Patent] Family Expansion, are indicative of a gradual decrease since 2005 in the overall number of patent applications pursued by South Australian entities.

The chart and table above (Figure 3.3) show the number of inventions per South Australian entity, including individuals. It is useful to note that a significant and substantial portion of the patents are held by individuals, some 35 per cent of the total.
Filing strategies by PCT, country

The charts above (refer Figure 3.4), entitled 'Patent Priority' (as a proxy measure for the geographic source of the invention, and 'Geographic Protection' (indicating the most popular country in which patent protection is sought), show that most South Australian entities pursuing a patent registration claim priority from Australia, exceedingly so with over 96 per cent claiming priority from Australia. Similarly the country where patent protection is most significantly sought is Australia by a substantial margin at 43 per cent, distantly followed by the USA at 14 per cent.

Technical analysis — Technical category

The table below (refer Table 3.2), entitled 'Technology Analysis' (indicating the technical attributes of inventions), shows South Australian inventions (as defined by this research) by technical category. However, this has certain limitations as categories are not mutually exclusive, and multiple categories may be applied to a single invention.

Perhaps, similarly, any analysis of patent data in this way must be moderated in terms of the 'technical categories' that are represented in the region. For example,
The pharmaceutical sector tends to be a high user of patent protection when compared with other sectors. The importance of patenting varies by industry (Hall, 2009). So within a region it is arguable that the presence, or otherwise, of a pharmaceutical sector might skew an analysis that focuses on patent data. Other sectors may and do choose to use other forms of protection where intellectual property is integral to a business, using copyright in the case of software or trade secrets protection.

The role of universities in the South Australian innovation environment

As a component of the research mentioned earlier, Thomson Reuters (2012) examined and analysed the patent filing activity of South Australian universities since 1992. This does not include universities that have established a presence in South Australia over recent years such as Carnegie Mellon and University College London, but presumably these universities would have little relevant activity emanating from South Australia, or their patent filings would be made from their home countries. That data and analysis suggests that the role that universities in South Australia play in innovation (as measured by patent activity) is not material. Rather, as suggested by some of the research literature concerning the role of regional universities, the main contribution is that of capabilities development through the skilling of graduates (Varga, 2000; Schartinger, Schibany, & Gassler, 2001; Saxenian, 2000).

Table 3.2: Technology analysis.
Conclusions

Notwithstanding these remarks concerning the use of patents data to assess innovation performance, there are a number of conclusions that we might make about the innovation performance of South Australia. There has been a worldwide surge in patent activity, in part due to the growth in certain industries, such as ICT (Eckert & Langinier, 2013), whereas patent activity has in recent years been declining in South Australia. Does this suggest a decline in innovation in South Australia or a move to other collaborative forms of innovation (see Figure 3.1), or non-patentable innovations like, for example, business models? Innovations may also be protected by forms of intellectual property protection that do not necessarily require registration, such as copyright in the Australian jurisdiction, or trade secret protection as created under contract, or confidential information under the common law. Patent protection is a form of intellectual property protection that requires formal registration. Irrespective of the decline in patent activity in relation to South Australia, that patent activity has specific characteristics: there is a focus on protecting inventions in Australia; a large proportion of patents are held by a large number of individuals; and there are relatively few entities with patents relating to more than twenty-two inventions.

The importance of patenting does vary by industry (Hall, 2009). In addition, in relation to maximising returns from innovation, rarely are patents the most important means. A distinction should be made where there is complexity (where many patents are held by many firms) and discrete instances (where the product is only covered by one or two patents, usually held by a single firm or entity). In the case of complex technologies, 'dispersion' can be a problem. The intention or purpose behind the patent may vary: for a discrete technology, patents may be used to exclude competitors, whereas for a complex technology, a patent may be used as a basis for cross-licensing as well as protection. Different patent strategies may apply in the case of different industries, technologies and patent users — for example, the difference between some manufacturing environments with a focus on materials in contrast to industries that rely on a system. This leads us firstly to the further question of how South Australia, at least in terms of patenting, compares with industries elsewhere, and secondly to a technology-by-technology comparison.

The use of patents as a singular measure of innovation has certain, and not insignificant, limitations. Are innovation and patentability equivalent concepts, or is one necessary for the other, or necessary or sufficient? A multi-indicator approach as
alluded to by Hagedoorn and Cloodt (2003) and Dutta and Benevente (2011) has many advantages.

Does South Australia comprise a regional innovation system? The patenting data and analysis does not appear to provide sufficient evidence to support that view. Are we seeing an innovation system, something more like a series of 'clusters', or in some cases merely vertical integration? Even though patent activity may form a necessary part of identifying whether there is an innovation system, it appears that in itself it could never be sufficient as evidence. The definitions or concept of an innovation system seem to have a number of themes in common, one of which is a connectedness of infrastructure, network, and/or interaction. Problematic is the ability to compare 'regions' with one another once we leave the same national boundary — can you compare a state of Australia with a prefecture in Japan, for example? What are the relevant differences in their respective innovation environments or the innovation climate?

A regional innovation system — A suggested approach

We pose the question of whether South Australia comprises a regional innovation system. Also, in relation to the conclusions we have suggested concerning that state's innovation performance, even if there is little or no evidence to indicate the existence of an RIS, should an RIS approach not be considered to enhance innovation performance or capacity? First, to respond to the initial question it is necessary to set out a framework for a regional innovation system, at least at a high level. It is useful to first touch on a concept of the national innovation system. A national innovation system can refer to the creation of innovation within national economies and may be defined as networks of institutions [or organisations] in the public and private sector whose activities and interactions initiate, import, modify, and diffuse new technologies' (Freeman, 1987, p. 4). An NIS may also be more broadly regarded as all interrelated institutional actors that create, diffuse and exploit innovations (Doloreux & Parto, 2005, pp. 135, 141), as well as organisations and institutions directly related to searching and exploring technological innovations, such as R&D departments, universities and public institutes (Malerba, 2005, pp. 65-7).

A useful starting point may be to illustrate the components of a national innovation system. In broad terms, an NIS can be broadly defined as all economic, political and other social institutions affecting learning, searching and exploring
activities (that is, a nation’s universities and research bodies, its financial system, its monetary policies, and internal organisation of private firms) as outlined in Figure 3.5 above.

For a regional innovation system there are some factors that are given due to the national setting, as well as some others that are relevant:

- regional proximity, as a strong influence on corporate and innovation performance, viewed as an analysis of economic, geographic and management factors
- the existence of innovation (of which there are many and varied definitions)
- the relevance of networks in relation to innovation (has geographically and functionally distributed knowledge been unified as a result of collaboration?).
To examine the components of an RIS — that is, the characteristics of a region, the nature of innovation and what constitutes a system — a further review of what may constitute innovation is necessary. While it is not the intention to provide here an in-depth treatise on regional innovation systems, it is important to provide a framework and context for the unique process of exploring the state of South Australia in the context of an RIS. Commonly, innovation systems are examined with respect to national innovation or national innovation systems.

In relation to innovation, in addition to a number of views that we have already canvassed, it is beneficial to broaden our understanding of innovation. As previously noted, it is perhaps risky to treat innovation as something that is precisely defined, or as being something that is necessarily homogeneous.

Below, we discuss each of the elements of a regional innovation system in turn (with innovation having been earlier discussed elsewhere).

'Region' and 'system'

By contrasting the regional innovation system with the national innovation system (as earlier described), we see that the RIS focuses on the regional structures that bind inter-organisational innovation. Typically, exploration of national innovation systems looks to macro economic interests, whereas some commentators suggest that consideration of the RIS might tend to focus on more specific investments to promote innovation. This may become clearer in the case of the example of the state of South Australia (Cooke, 2001). The RIS has been defined in a number of different ways or forms. An RIS

- consists of a production structure (techno-economic structures) and an institutional infrastructure (political-institutional structures) (Asheim & Isaksen, 1997)
- is a complex of innovation actors and institutions in a region, all of which are directly related, with the generation, diffusion and appropriation of technological innovation and an interrelationship between these innovation actors (Chung, 2002)
- consists of interacting knowledge generation and exploitation sub-systems linked to global, national and other regional systems for commercialising new knowledge (Cooke, 2004)
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• may be defined as the localised network of actors and institutions in the public and private sectors, whose activities and interactions generate, import, modify and diffuse new technologies within and outside the region (Iammarino, 2005).

Nuances and the regional innovation system

There are two concepts relating to the territorial innovation theory family (Asheim & Coenen, 2005): regional innovation systems [RIS] and clusters (Cooke, Heidenrich, & Braczyk, 2004; Porter, 2000). The innovation system can be viewed in both a narrow and a broad sense. In the narrow construction, the system incorporates the R&D functions of universities, public and private research institutes and corporations. More broadly the system can be viewed as including 'all parts and aspects of the economic structure and the institutional set-up affecting the learning as well as searching and exploring’ (Lundvall, 1992, p. 12).

It is important to consider that there are different types of regional innovation systems, resulting in, and affected by, the varying knowledge bases of different industries. The innovation processes are strongly shaped and influenced by their knowledge base. Asheim and Coenen (2005) distinguish between three types of RIS, denoted as:

1. a territorially embedded system, where firms based their innovation activity mainly on localised, inter-firm learning processes stimulated by geographical and relational proximity (for example, where there are networks of SMEs in industrial districts)

2. a regionally networked innovation system, where firms and organisations are also embedded in a specific region, and characterised by localised, interactive learning — there is the intentional strengthening of the region's institutional infrastructure

3. a regionalised national innovation system, where parts of industry and institutional infrastructure are more functionally integrated into national or international innovation systems, and the type of collaboration between organisations tends to be more linear, such as in the case of specific projects.

In a 'learning economy', clusters and the RIS should be regarded as distinct concepts, albeit strongly interrelated ones. The cluster concept is significantly narrower than
the RIS and has a strong sectoral connotation, whereas, importantly, the RIS can transcend multiple sectors.

**Industry and sector specificity**

As noted above, an RIS may transcend multiple sectors. Notwithstanding that proposition, there is a need for different approaches to regional innovation policy (Martin & Trippl, 2013). Regional industries differ strongly in terms of their underlying knowledge bases, and consequently in their policy needs. Regional innovation policies should be designed to address a range of system failures that characterise different institutional settings such as 'organisational thinness', lock-in and fragmentation. In addition, the notion of the differentiated knowledge base is indicative of the industrial variation that may exist within an RIS. Therefore, the approach should typically be customised for different sectors. This observation may be particularly relevant when considering innovation strategy and policy with respect to South Australia.

It can be suggested that under the Sectoral Systems of Innovation (SSI approach) of Malerba (2002; 2004) different industries may have different competitive, interactive and organisational boundaries that are not necessarily national. Recent research concerning innovation systems supports the view that the region is a key level where innovative capacity is shaped and economic processes co-ordinated and governed. This is perhaps relevant to South Australia, and further reinforces the relevance of an RIS policy approach to that state.

Further developing and supporting the theme of an RIS policy approach, McCann and Ortega-Argiles (2013) note that there is a growing awareness of the links between geography and innovation. There is increasing evidence that certain regions are systematically more disposed towards innovation than others. This has been attributed variously to local industrial structure, agglomeration of externalities, knowledge-related institutions, an environment of entrepreneurship, an innovation- and research-favourable environment, and changing knowledge transaction costs.

**Triple Helix**

The 'Triple Helix' of University-Industry-Government relations emerged as a metaphor for the operationalisation of the complex dynamics of innovation during
the late 1990s (Leydesdorff & Strand, 2013). Under this metaphor, patents can be regarded as events in relation to the interactions in the Triple Helix space. Innovation occurs in a landscape of interactions, collaboration and knowledge exchanges among firms, academic institutions and a range of government agencies. Firms and other agents co-operate and participate in 'networks' at various geographical scales: local, regional, national and international. Contextually a number of factors become significant: the industry structure, role of universities, role of knowledge networks, proximity and localisation, and organisation and culture.

There are interactions in the Triple Helix between economic development, organised knowledge and political control. In this regard it is important to query how one might measure the knowledge base in an economy, and whether that base is more developed at a regional or national level, or vice versa.

The Triple Helix underscores the relevance of government in innovation and regional innovation systems, and, we contend, the importance of the role of public policy development in the RIS field. In general, it can be suggested that regional innovation systems are not sufficient on their own to remain competitive on a globalising economy. Production systems seem to be more important to the innovation system at the regional level. Thus local firms must also have access to national and supra-national innovation systems, as well as to corporate innovation systems from the local firms that have been brought. This line of reasoning is followed to a point where the regional innovation system expands beyond its own boundaries through a process of economic integration (Doloreux & Parto, 2005).

However, in our view the diverse range of opinions and research in this area is strongly suggestive of regional innovation systems being important enablers or catalysts for the development of innovation capacity within a regional setting.

**Future research and implications**

This research has identified and illuminated many areas for policy analysis and development, and future research. These future directions concern the development of appropriate and effective innovation policy and policy tools that operate at a 'regional level'. In terms of directly related research, what are the elements, factors and influences that comprise the innovation environment or innovation climate which are critical to informing the development of these policies?
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Measuring innovation and its value seems to be an ongoing field of research. This research has perhaps suggested other important dimensions that could be added to this fertile field:

- innovation metrics embodied in models that could address a range of economic units: nations/countries, firms and a range of regional concepts
- further research across different innovation environments and climates, identifying the range and different characteristics and attributes — how they influence innovation and to what extent (for example, but not limited to, taxation, intellectual policy, competition, investment, national/regional governance).

In general, there are wide-ranging implications for policy development and the role of governments in enhancing innovation capacity within a regional framework, especially in relation to regions that comprise multisector economies. It appears that it would be fruitful to consider a regional innovation system approach in this regard, but the matter of how to effectively implement a regional innovation system in itself poses a series of vexing challenges that warrant further exploration and research. South Australia might present an appropriately relevant case for such further research.
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Introduction

When considering research and public policy on the topic of innovation, there is a tendency to focus on medium and large business, with limited consideration given to small and micro business (Thomas, Miller, & Murphy, 2011, p. 6). In part, this is a hangover from the era of twentieth-century mass production and the massive scale required to be competitive at an industrial level. The capacity for the amateur inventor or ‘gentleman scientist’ to have a significant technological, scientific or commercial impact seemed to have been lost over this period. However, cracks began to show in this paradigm late in the twentieth century.

Moore’s Law arose from, and helped to drive, the micro processor innovations of the late twentieth century by explaining that computer power doubles every eighteen months and is mirrored by declining cost for that computing power (Mack, 2011). The inevitable outcome has been the lowering of barriers to digital access and the expansion of the pool of people who can participate in innovation on an industrial scale. Notably, this has opened up opportunities for technological innovation and the businesses based on these innovations to start from more humble beginnings —
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Hewlett Packard and Google from a shed and, more recently, Facebook from a dorm room. This evolution has increased over the first decade of the twenty-first century to a point where 'the need for corporate innovation has never been greater [but where] incumbents are outmaneuvered by new insurgents' (Engel, 2011, p. 42). This sets the stage for some of the most disruptive innovations to come from amateurs, enthusiasts and tinkerers.

Business models like crowdsourcing and crowdfunding highlight how, in the digital realm, both the software and, progressively, the hardware are being developed by people who would traditionally be considered consumers. A business like Kickstarter demonstrates this changing paradigm. Through the provision of the right tools, Kickstarter proves that a community can generate ideas, make choices of resource allocation and bring a product to market — with the added benefit of being certain that a market exists (Gobble, 2012). This approach is possible because affordable and extensive access to communication channels, cheap computing power and shared knowledge have combined to enable a culture of collaboration (Hippel, 2005; Muhdi & Boutellier, 2011).

This technological and cultural change has implications for how we comprehend innovation integration and what a regional innovation system may encompass. The networked nature of open innovation, the capacity for small and micro business to be a sustainable competitor to medium and large business, and the growth of innovation outside of institutions and traditional industrial processes can provide a different lens through which to view innovation in South Australia [SA]. The experience of technology entrepreneurship in Adelaide (the capital city of SA) hints at a symbiosis between the evolution of a regional innovation system, the changes that such a system causes in managerial and cultural forms at the company level, and how these new, collaborative cultures and managerial approaches then feed back into the regional innovation system, linking it to national and international innovation networks. This chapter examines integrated innovation within a regional innovation system, using the case of the MEGA entrepreneurship education program (described in more detail below) and the working relationships between organisations and micro and small businesses that have grown around MEGA — specifically the digital media company rezon8. This examination looks at the formation of virtual entrepreneurial teams within social networks that are enabled by cross-institutional, as well as cross-organisational, collaborations. It also looks at how this can inform a view of a regional
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innovation system that promotes, and is in turn influenced by, integrated innovation at the company level.

The examination begins with a critical exploration of integrated innovation with reference to the models of innovation emerging from digital industries, and how this approach can be understood as a significant shift in the way that innovation is treated across all industries. The chapter then applies the implications of this to the concepts of regional innovation, and explores the case of MEGA to illustrate how, through this lens, a regional innovation system in SA may be examined with a greater relevance to local culture and aspirations.

Integrating innovation and open innovation

Traditional, closed innovation systems associated with large business are linear and siloed, tending toward a stage-gate approach to take a product from idea to market (Buffington, Amini, & Keskinturk, 2012). This view echoes the earlier research of Bernstein and Singh (2006), who argued that the traditional staged models found in the literature on innovation require a deeper consideration of the complexity of relationships across stages if success factors are to be truly evaluated. They highlighted that a standard, value-chain approach to innovation within organisations was not optimal and that the stages should not be seen as separate, siloed activities. Florén and Frishammar (2012) support this view, arguing that informal organisation, cross-functional reviews and more flexible screening processes, as well as greater internal and external collaboration, are needed if financially beneficial ideas are to be brought to market. This speaks to the complex social and knowledge-sharing factors that underlie innovation integration, even when considering closed innovation.

This complexity of integrated processes and social factors is mirrored in the more networked approach found in open innovation dialogues. Chesbrough’s (2006) formative work on the conception of open innovation suggests that, particularly for digital- and technology-oriented business, a different conception of integrated innovation needs to be considered. Chesbrough argues that innovation must be more collaborative across businesses and that the innovators must also co-create with consumers. This is integration of innovation beyond the organisation — integration that starts to become inclusive of stakeholder networks to build diverse relationships that create value (Gould, 2012). In this type of environment, where businesses see themselves as a part of an ecosystem or network, open innovation’s focus on
collaboration becomes a framework that allows for successful innovation, while making the boundaries between the business and competitors more porous (Han, Oh, Im, Oh, Pinsonneault, & Chang, 2012).

While open innovation encompasses integrated innovation beyond the organisation, there is a further consideration to include in a discussion of contemporary integrated innovation. Toffler’s (1980) phenomenon of the ‘pro-sumers’, a contraction of both the producer and consumer into the one entity, was an early harbinger of open innovation, but also suggests more than just customisation or shallow co-creation with the customer. In many ways the idea of the pro-sumers is a constrained version of Hippel’s (2013) ‘innovation communities’. Both concepts seek to define innovation collaborations that are inclusive of non-institutional and non-organisational based innovators. Hippel uses the terms ‘open user innovation’ (2013) or ‘democratising innovation’ (2005) to contextualise these widely distributed communities, which rely on open-source technologies, knowledge sharing and collaboration, into a broader innovation system.

When moving beyond the notion that only business or institutions innovate to one where they exist in a collaborative ecosystem of innovation communities, the questions about innovation integration become more complex and hint at more fundamental social/cultural aspects of innovation.

**Integrating innovation beyond the organisation**

Innovation is regularly presented as the route for developed economies to maintain a competitive advantage. Many countries have attempted to rise to this challenge by developing a creative economy through policies that link social and cultural activities with business and economic activities, thereby identifying the crucial role that creativity plays (UNCTAD, 2010, p. 27). Innovation can be seen as key to this challenge, because definitions of innovation share a common process of the application of creativity. This focus on intellectual capital is at the heart of any innovation system, but it also highlights a central dichotomy in integrating innovation at an organisational or regional level. There exists a dichotomy between developing new ideas and bringing those new ideas to market (Baer, 2012). This dichotomy is more complex than it may first seem, because it includes a dichotomy between the people and environments that encourage new ideas and the people and structures that are needed to bring a product to market (Baer, 2012). Like the concept of democratised
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innovation, the dichotomy between creativity and its application raises questions about the institutions and communities where innovation can come from.

West (2002) does not view tensions between these two aspects of innovation as having a significant impact on the capacity to bring ideas to market. However, as participatory expectations brought about by technological change increasingly have an impact on both society and business, these tensions will become more apparent (Busarovs, 2011; Poetz & Schreier, 2012). At the start of the twenty-first century, the OECD predicted that economic success will not be reliant on the uniformity of mass production, but on a need to 'break with the rigid and hierarchical methods of the past and embrace solutions based on greater personal accountability, internal motivation and uniqueness' (Michalski, Miller, & Stevens, 2000, p. 91). In making this prediction the OECD was highlighting how the conditions that encourage creativity will have a significant impact on successful economic activity. When we consider the most common applications of creativity in innovation, we see that creativity is typically imagined as being applied to resolve known problems, based on the current usage of a product by customers (Verganti, 2011). This has the side-effect (p. 386) of often limiting innovation to 'incremental' improvements which focus on resolving known problems for the most profitable customers (Christensen & Raynor, 2004).

Angel (2006) points out that this focus on incremental innovation has led to a phenomenon more akin to productivity improvement rather than innovation, thus diminishing the transformative capacity of innovation in economies. Verganti (2009) explores this transformative capacity through cases of groundbreaking innovation, and has subsequently found that they rely on 'radical innovation of meaning' (2011). This innovation is not based on resolving known problems for customers (incremental innovations) but on radically finding unknown problems of meaning. The groundbreaking nature of disruptive innovation would suggest that it requires an acceptance of a different quality of creativity in innovation processes. In recasting the components of an innovation system, it is perhaps beneficial to look beyond the types of creativity allowed in business to find a more culturally rooted concept of creativity.

Aligning creativity with a deeper cultural and human meaning within a capitalist dialogue of 'creative industries' challenges what type of creativity is appropriate to a richer innovation ecosystem. Deleuze (1990 [1995]) developed the contemporary philosophical grounding for this challenge by characterising creativity as being
developed by the creator exploring and continually embellishing their work: a creator who 'creates their own impossibilities and thereby creates possibilities' (p. 133). In this description, Deleuze's creator seeks Verganti’s radical innovation of meaning and it is the capacity of this type of creator to find new, unthought-of problems so as to create a new socio-cultural regime that sets disruptive innovation apart from incremental innovation (Verganti, 2011). Kozbelt, Begetto, and Runco argue that it is this very type of problem-finding that is crucial to the creative process, particularly in relation to finding previously unspecified problems (2010, p. 34). Yet innovation in a business context often confuses creativity with fashion, or with reproduction based on variation (Jeanes, 2006, p. 130). Business seeks novelty as outcome and this focus creates new variation, but it does not create new concepts that change the way we think. In Verganti’s terminology, traditional views of creativity within innovation may produce product improvement but not new meaning, and it is this new meaning that leads to disruptive innovations. Perhaps it is the integration of broader social and cultural activity into an innovation system that allows for truly groundbreaking innovation to occur. This highlights that there is not necessarily a need to generate more creativity, but a need to find ways of better integrating creativity into innovation processes (Mueller, Melwani, & Goncalo, 2012).

This returns us to the dichotomy between the preferred environments for both creativity and the application of creativity. Entrepreneurial teams are inherently transdisciplinary in conception, and this framework provides an insight into ways of maintaining intrinsic motivation crucial for creativity, while benefiting from the extrinsic motivations that can be helpful in the application of creativity (Marion, Dunlap, & Friar, 2012). This capacity for maintaining intrinsic motivation for creative researchers can conceivably be enhanced by considering how virtual entrepreneurial teams work. Existing literature has characterised these virtual teams in relationship to their use of information and communication technology (Kimble, 2011; Sadri & Condia, 2012). However, as information and communication technology has become embedded in social and business communication, perhaps what is more appropriate, when considering how to manage the integration of social and cultural creativity into business and regional innovation systems, is the specific cultural shift of a 'cross-functional team that is pulled together for a specific purpose' (Johnson, Heimann, & O’Neill, 2001) or of teams 'distributed across geographical distance, time and organizational boundaries' (Au & Marks, 2012). In this way these virtual
teams have much more the flavour of social networks where 'transactions are based on relationships, rather than on economic rationality' (Meyskens, Carsrud, & Cardozo, 2010, p. 434). In considering this way of working, we can imagine an innovation system that is capable of integrating a broad range of human activity, transforming it for both commercial and social benefit. This capacity to integrate a broad range of activity also opens opportunities for micro and small business to become more important in innovation systems, as the network requires non-redundant, heterogeneous connections to form the optimal mechanism for transforming social and cultural meaning into economic benefit (Kijkuit & Ende, 2007).

**Innovation: Micro and small business**

The OECD recognises that micro business and small to medium enterprises [SMEs] make up the majority of businesses and have been the 'major engine of growth in employment and output' (OECD, 2004, p. 17). The OECD defines micro business as having 2 to 9 employees and small business as having 10 to 49 employees. This international experience is mirrored in Australia, albeit at a slightly smaller scale, linking the local experience in SA to international norms. In Australia, the Australian Bureau of Statistics [ABS] defines a micro business as employing less than 5 staff (this includes non-employing businesses), and a small business as employing between 5 and 20 employees. In the private sector, 96 per cent of businesses fit these criteria (ABS, 2008). With regard to innovation in Australia, the ABS in 2010 reported that in the micro business category, only 35.7 per cent had any innovation activity, with small businesses having 54.7 per cent of business involved. This statistic is contrasted with 74.3 per cent of large businesses involved in any innovation activity, in a context where only 44 per cent of Australian businesses are involved in innovation activity (ABS, 2011).

The crucial economic role of micro and small business would seem to fall short when it comes to innovation, and deserves some further exploration. When considering technological innovation in micro and small business, collaborative environments are of particular benefit (Nieto & Santamaría, 2010). For small businesses to be successful innovators in the market, these collaborative environments need to exist at every stage of innovation development and require access to broader regional innovation networks, such as institutional research (Fukugawa, 2006; Varis & Littunen, 2012). The traditional focus of innovation on larger businesses and
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Institutions would seem to be justified by the ABS figures cited above, but the low involvement in innovation by micro and small business may indicate that the specific collaborative and networked ecologies that benefit these businesses in an innovation context are being overlooked.

This becomes more apparent when reviewing the difficulties of developing and maintaining an innovation culture in large businesses and institutions. Marion, Dunlop, and Friar (2012) argue that large firms are being encouraged to become adaptable like small entrepreneurial businesses if they are to maintain the skills needed for innovation within a larger company. Their research concluded that

[w]hile small firm practices often run counter to traditional product development practices of large firms, it is this difference that opens the doorway for novel opportunities. Small, new ventures are hungry, look for resources and need to successfully commercialise a new innovation or die trying. (p. 334)

As demonstrated by technology industries, there is often a need to acquire smaller technology companies that can focus on innovation if the levels of innovation required for competitiveness are to be maintained (Ferrary, 2003; Kleer & Wagner, 2013). This difficulty in innovating is also true of the academies dedicated to the creation of new knowledge. In Australia, researchers feel that there is a lack of resources available for research and development [R&D] and commercialisation, and that lack is leading to very uneven success rates (Harman, 2010). There are some powerful exceptions to this. For example, the experiments that Ford has developed which allow staff to 'tinker' (as Ford describes it) have raised patents by 30 per cent for the company (Flaherty, 2012). There is also the example of the global technology companies' long-awaited financial settlement with the CSIRO for the use of their wi-fi technology, which grew from cosmological research (Krishna, 2012). These exceptions, though, seem to be attempts to develop micro and small business outlooks in larger businesses and institutions based on harnessing the drive, vision and creativity of individuals. Once again these examples only serve to highlight the potential for innovations that come from the democratisation of innovation and a network of micro and small business working within a more traditional innovation system.

Regional innovation systems as value networks

Small business innovation is enhanced by peer-to-peer learning networks, with inexperienced actors benefiting from developing 'shared cognitive structures' (Bessant,
Alexander, Tskekouras, Rush, & Lamming, 2012, p. 1092). Small businesses are able to be competitive innovators by collaborating with each other in inter-organisational learning networks that develop co-innovations (Westerlund & Rajala, 2010). While regional innovation systems often reference the sharing of knowledge across a network, there remains a strong theme of mediation via institutions. This is often characterised as downward spillover from institutional research centres to the private sector, with the private sector’s role being to maintain a readiness to absorb and bring to market this intellectual capital. A regional innovation system is a more complex network of actors, and an expectation that regional spillover effects will occur by perusing this top-down view does not make for a dynamic regional innovation system (Grigore, 2011).

If we step outside of these state and institutional perspectives to more open innovation or entrepreneurial perspectives, regional innovation systems may be seen as what Allee, Cooke, Harmakorpi, Sotarauta, and Wallin (2010) call 'value networks'. These value networks are 'sets of roles and interactions creating specific business, economic or social outcomes through complex dynamic exchanges of tangible and intangible value' (p. 35). This is not so much a top-down flow of research and intellectual capital, but a complex network of government, business, academia, amateur and community actors that are equally involved in transacting tangible and intangible value across the network. This seems more aligned with Westerlund and Rajala’s (2010) observations than with theory around regional or national innovation systems and is more sympathetic to concepts of open and democratic innovation. By making room for intangible value, the concept of value networks seems much closer to the spirit of regional innovation systems — that is, a complex cross-disciplinary network open to a community of innovators, including institutions, where public policy can be shaped by the network as much as it in turn shapes the network. This speaks of a more symbiotic relationship between the nodes of the network in any innovation system.

Case studies

The proceeding discussion sets the scene for an examination of a particular organisation, MEGA, as a key component of a regional innovation system that works with micro and small business. This capacity to work with micro and small business sits within a network of institutions and not-for-profits and opens up access to social,
cultural and commercial potential that would normally not be integrated into an innovation process.

**Methodology and method**

Remenyi, Williams, Money, and Swartz (2009) argue that because business research deals with the human-created phenomenon of the organisation — which in turn is made up of individuals and their relationships to each other, to organisational systems and to other individuals external to the organisation — non-positivist approaches are better suited to exploring this more subjective landscape. In examining this more subjective landscape, Yin (2009) argues that the case study approach is useful when engaging in an in-depth examination of contemporary events, where the boundaries between the case and context are not clearly defined. Yin goes on to argue that the most important application of the case study methodology is to 'explain the presumed causal links in real-life interventions that are too complex' (p. 19) for other methods. The detail that a narrative can provide helps to build an explanation that can communicate to a broad audience the phenomenon that is being examined. Due to these considerations, this chapter takes a descriptive case study approach.

The two case studies in this chapter demonstrate the interconnectivity of the innovation system and the companies that it supports. The focus on MEGA and participant company rezon8 allows an investigation into technology-based innovation in SA that is dependent on both micro business activity as well as what may be considered amateur technology invention and development, which has corollaries to concepts of open and democratised innovation. The method of research combined unstructured interviews with the key founders of both MEGA and rezon8, personal observation and reference to secondary data from reports published on a limited basis by MEGA, as well as information as presented on the websites of both MEGA and rezon8. Website information only describes, in their own words, how the businesses represented their activity to a broader public.

It should be noted that I have been a member of the MEGA working group since 2007 and have volunteered as a lecturer, mentor and practice pitch panel member. I have also been an advisory board member for rezon8. These experiences have allowed observation, but they also mean that I have been a factor in influencing the development of these organisations.
MEGA and a South Australian innovation system

Overview

MEGA commenced in 2005 in Adelaide (SA) and billed itself as a master-class entrepreneurship program. The focus of the master-class activity has always been digital industries, but it was initially intended to service the mobile phone industry through supporting businesses that developed embedded content for mobile phones. From 2009 the external environments saw a convergence of portable platforms for computing and led to a broader digital technology focus in the MEGA program.

Context

Creative business in SA

The constituents of MEGA are classified as part of the creative industries in SA. The Australian Research Council [ARC] research project ‘Creative Economy: Investigating South Australia’s Creative Industries’ took place from 2003–06 and gives an insight into the industry that MEGA sought to service over this period. Documents that accompanied the presentation of preliminary findings of the ARC research (Innes, Anyanwu, Burgan, & Sorell, 2007), highlighted the fact that the percentage of the creative workforce in SA for 2006 sat at 4 per cent, which is 1 per cent below the national average. SA only accounted for 5 per cent of creative business activity in Australia as a whole. With few exceptions, these creative businesses can be classed as small businesses with an average of fourteen staff and with average sales of $550 000. As opposed to other states in Australia, SA creative businesses relied heavily on volunteerism and high levels of reinvestment back into the creative business to make it sustainable. This correlates with the reasons given for why a creative business was located in SA. Personal, family
and quality-of-life factors were the most significant reasons for having a business in SA. With this underling rationale, it is not surprising to find that 58 per cent of employment within the industry is identified as self-employed.

This paints a picture of creative business in SA as characterised by small businesses that are driven by self-employed creative practitioners seeking modest incomes to support a career that they find intrinsically satisfying.

*Early mobile industry*

When MEGA initially started up, the smart phone revolution brought about by Apple’s innovations, with its App Store, and Google, with its more open approach to operating systems, had yet to occur. Low-powered hardware and the multitude of configurations required across phone models and brands were a significant barrier to entry. This meant that there were few defined paths to market and — in the case of the game 'Coolest Girl in School', developed by SA business Champagne for the Ladies — led to only a few sales as the result of international media coverage. Those companies that carved a niche in this emerging industry had to continually adapt to the developing technology and business models evolving in the mobile, digital industry. This combination of niche technology skills and rapid change resulted in a mismatch between the skills possessed by students who were graduating from tertiary institutions and the needs of the industry.

*Technology education in SA during the first decade of the twenty-first century*

Case study participants reported that industries associated with digital media during the first decade of this century saw skills education become a significant issue in producing industry-ready graduates. The
pace of change in the industry made it difficult for education providers to keep up. The time taken to develop and implement curriculum, and the time it took for a student to achieve a qualification, could mean that the skills taught were four years out of date by the time the student graduated. These difficulties in providing appropriate skills in an institutional education setting were exacerbated by a change in how businesses operated. Technology-oriented business were the first to feel the impact of broadband, social media and aggregated information on how information was shared within an industry and how relevant industry skills were developed. These industries have a propensity for sharing information amongst a community of practice. This results in a peer-to-peer sharing of experiences, tutorials and networks as a way of keeping the community abreast of trends and changes. This is not an education based on peer-reviewed texts or textbooks, but a community of practice creating the industry while learning about how it works — a situation that we are still living through today.

**MEGA: Cross-disciplinary inclusiveness and collaboration**

MEGA grew from early digital economy exploration by the Department of Further Education, Employment, Science and Technology [DFEEST]. DFEEST was, at the time of writing, a department within the SA Government, and MEGA developed out of a proposal for a ‘Virtual Digital Media Centre’ in the context of a government push toward a greater role for science and technology in the SA economy. The proposal relied on a multifaceted partnership between industry, government and tertiary education institutions. Ultimately this proposal was not successful, but it did indicate that there was willingness to collaborate across organisations and institutions to develop the industry.

Although MEGA came out of DFEEST, it was driven by individuals. In the wake of the failure of the proposal, Peta Pash, a Program Manager within the department, with industry partners
Che Metcalfe from Kukan Studio, Shane Bevin from Monkeystack, Paul Daley, who had been involved in the establishment of Mnet, and Professor Andy Koronios made a decision that the project should be pursued. It was this mutual recognition of skill-gaps by the industry and vocational education and training sector that led to the formation of MEGA.

Peta Pash ensured that MEGA was founded on partnerships and inclusiveness through taking on a supportive role — allowing industry to take the lead. This capacity to develop a platform for industry collaboration set the tone for MEGA, as explained in MEGA’s 2010/2011 report:

MEGA commenced in South Australia in 2005 as a way to build better collaboration between industry, education and government to build the size and capacity of the mobile content and application industry to take advantage of global markets.
(Pash, 2011, p. 5)

In this sense MEGA is a key aspect of a collaborative regional innovation system focused on digital media.

This collaboration is crucial to how MEGA’s education program is delivered. Key to this is integration with industry, allowing for peer-to-peer training within a framework that is accredited with TAFE, as well as the University of South Australia, the University of Adelaide and Flinders University. This collaboration is embedded over three levels:

1. **Working Group:** The working group is made up of industry representatives who volunteer their time to collaborate and support the planning, implementation and evaluation of the program. This group is made up of representatives from business, government and not-for-profits.

2. **Tutors:** Tutors are industry experts, including academic researchers, who volunteer their time to develop and
present workshops. In this way both theoretical and real-life experiences get presented to those undertaking MEGA. This peer education overcomes the problems raised earlier with regard to ensuring that contemporary industry knowledge is shared.

3. **Mentor**: Often one and the same person as the tutors, the mentors have six meetings (usually weekly) with participants to reinforce the workshop sessions and impart their real-world experience and knowledge. One of the most important roles of the mentors is to take curriculum information and embed it in the outlook of the participants, orienting them to the requirements of industry. A side-effect of the mentor process is that participants quickly move from students to peers in the industry they aspire to participate in.

**Process**

As the MEGA report states:

MEGA takes place across a four month period taking participants through the process of market research, idea generation/exploration/evaluation, feasibility testing against markets, return on investment, technology, developing a business plan and the pitch process. The program culminates in a pitch to a panel of national industry leaders at a high profile Pitch Event in front of a large audience of potential investors and stakeholders. (Pash, 2011, p. 7)

Workshops take place weekly, with mentors being introduced through this process. There are technology- and marketing-specific mentors available in the workshops and opportunities to have feedback from the broad array of mentors at designated times in the workshop series.

MEGA has a history of attracting participants with a broad range of backgrounds, from engineering, design, arts, health, digital media and
film. On the whole, participants have little entrepreneurial experience, but there are exceptions to this. Feedback by participants highlights that broadening experience beyond their specific area of expertise to an understanding of general business processes is a significant benefit of MEGA.

While initially MEGA was intended for participants who wished to start their own fast growth businesses, it has been expanded to include product development, social innovations and entrepreneurship activity. rezon8’s experience, below, is an example of the experience of a company involved in the MEGA program.

**rezon8**

rezon8 — now sadly no longer in existence — was, at the time of writing this chapter, a digital media company based in Adelaide that was incorporated during participation in MEGA 2010. rezon8 billed itself as specialising in the ‘development and implementation of interactive and immersive digital solutions supported by cloud-based data analysis services for the advertising, urban planning, and art and entertainment industries’ (rezon8, 2012). Before rezon8 started as a company, the founders were a creative team made up of artist Jimmy McGilchrist and IT professional Darryn Van Someren. Together they created an interactive artwork entitled Swarm, displayed on the large public screen situated at Federation Square in Melbourne, Australia.

Swarm used cameras to place the public in the screen. This reality was then augmented by animated butterflies that were attracted to the participant’s image and that interacted with the participant’s movements. This interaction mainly consisted of a naturalistic behavior of the butterflies to avoid movement by the participant. To make the artwork possible, the founders had to develop proprietary software and configure existing hardware in a unique way to achieve the interaction.
The founders participated in MEGA to develop the skills needed to capitalise on the success of their artistic endeavors. As with many participants in MEGA who come from a creative background, the initial focus was on developing creative business opportunities. In rezon8’s case the initial focus was seeking opportunities in advertising and marketing to develop interactive creative content. Through the education program and exposure to technical, marketing and business mentors, there was an understanding that the unique intellectual property [IP] created not only had a creative (artistic) component but also a technology component. The Australian Network for Art and Technology [ANAT] had been a long-time sponsor of MEGA and provided me as a mentor for the rezon8 team. Through the combination of the MEGA education program and the mentorship with partner ANAT, both the creative and commercial components were honed as viable intellectual property in the marketplace beyond the art world.

Another supporter in the MEGA network was local company Monkeystack. The founders of rezon8 had been participating in a mentorship program hosted by Monkeystack. Monkeystack’s Shane Bevin is a volunteer on the MEGA working group and made rezon8 aware of the opportunity. Post MEGA, rezon8 was able to relocate to the Monkeystack offices. This symbiotic collaboration was important to the growth of the company, as Monkeystack operated within an existing network of media and advertising companies and, as a digital design and animation studio, also possessed skills and experience that complemented rezon8’s and filled gaps in the emerging business. Monkeystack were able to collaborate with rezon8 to develop unique marketing content that led to projects such as Curious Creatures, which has found a market internationally as a part of open-air festivals. In 2012, Curious Creatures was also shortlisted for the Interactive Award (art category) at SXSW (the annual South by South West music, film and interactive conference and festival held in Austin, Texas), benefiting
from collaboration with the art R&D program at Splendid and the Interarts Office at the Australia Council for the Arts.

The success of the artistic work allowed the continued development of interactive artwork to become an R&D component of the business. This market for R&D allows the creation of cutting-edge interactions for customers that welcome risk; this in turn allowed rezon8 to push hardware and software and to drive product innovation. In the case of Curious Creatures, these creative consultancies were opportunities to explore what is possible with the technology under development by rezon8 and to get instant feedback from a large audience of festival attendees.

While the creative development occurred in digital media and advertising, rezon8 developed a hardware and software product called Interacta. Described by rezon8:

Interacta uses real-time augmented reality software and hardware that can be easily combined with existing digital screen networks or installed separately as a complete unit … [Y]ou'll also be able to track the results thanks to our intelligent data collection software. It allows you to track who is actually watching your advertising and even how they are responding to it. Using facial recognition software, Interacta can even help determine reactions to your advertising message and what influences it might be having on your sales. (rezon8, 2012, n.p.)

This system is much more ambitious than supplying niche, customised advertising experiences. To make this possible rezon8 developed an entrepreneurial team through equity offerings and a virtual entrepreneurial team through collaboration. Building this team enabled rezon8 to fill skill-gaps as well as seek out mentors and advisory board members that could fill experience and knowledge-gaps.

MEGA continued to support and connect rezon8 through an alumni of participants and mentors. Collaboration by MEGA alumni
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allows knowledge-sharing to continue across the network, enabling alumni companies and mentors to collaborate. In this way the MEGA alumni have been able to draw together as a virtual entrepreneurial team.

Conclusions

An examination of the path taken by the company rezon8 through MEGA and the associations developed with mentors and other participating teams makes it apparent that cross-institutional frameworks, as well as cross-organisational networks, are important factors affecting how an individual company will view its intellectual capital and what approaches to innovation are available to it. The transdisciplinary environment created by MEGA allowed rezon8 to call on expertise from a number of diverse fields. These collaborations have contextualised art creation as a profitable approach to R&D and have recognised the valuable intellectual capital in this practice and how it can be translated into other markets. This innovation has only been possible, though, because of the collaborative environment formed through the linking of like-minded organisations, companies and mentors by MEGA. This, in turn, flows into the collaborative culture that feeds virtual entrepreneurial capacity and enriches the regional innovation system. Not only does MEGA link academic, government and industry partners, but MEGA also connects these macro players to community participation, not-for-profits and emerging micro businesses to create a more inclusive regional innovation system.

The capacity of MEGA to act as a network hub allows an exchange of tangible and intangible value across the network. This gives the regional innovation system centered on MEGA the flavour of a value network. By seeing these regional innovation systems as a value network, it may be possible to open up innovation opportunities for micro and small business. Unlike situations that may be encountered in large organisations, the entrepreneurial start-up integrates innovation into its core reason for being. Traditional stage-gate and siloed approaches to managing innovation in large businesses is not evident in the micro and small business innovation that
MEGA supports, as demonstrated by rezon8. These businesses work in a space that feels more like disruptive and democratised innovation, where a creative community collaborates to quickly and cheaply bring ideas to market based on a deeper cultural and/or social meaning.

The case of MEGA demonstrates how transdisciplinary entrepreneurial team development, facilitated by state-government-sponsored training, has helped create an environment comprising micro and small companies. These companies are geographically close and similar in collaborative outlook, but are also linked into national and global networks. This has enabled these separate companies to collaborate and draw on skills and networks beyond those found within their own businesses, scale expertise and capacity to fulfill customer needs on a project-by-project basis, while still pursuing strategic goals. This virtual team approach has the capacity to strengthen regional, national and international networks that then affect the nature of the regional innovation system.

Future research recommendations

This case study has been purposefully narrative to describe the intent and aspirations of the participants. In this sense it has attempted to contextualise self-assessed roles of individuals and institutions within the broader environment and theoretical concepts. There are limitations to this narrative of relationships between micro and small business innovators and regional innovation systems. This description does not explore the important role of investors. To some extent this is due to the lack of connection to these aspects of the innovation system and the relative immaturity of technology start-up culture in SA. Having described the innovation system, a number of opportunities for further research arise.

Longitudinal research focusing on success factors for technology start-ups that have grown outside of academic research support and medium and large business, in relation to critical support from actors in the regional innovation system, would be valuable.

An exploration more firmly based in social network theory has potential to provide a more precise analysis of the regional innovation system in SA. A quantitative approach should be taken to assess this perception of the roles played against the reality of the interconnection. A social network analysis of the ecosystem may be useful in impartially codifying the relationships and roles across the network.
As the value of micro and small businesses is mostly tied up in intellectual capital, further research into investment in the innovation system would be valuable. This chapter has only partially touched on this key element, which could play a crucial role in the sustainability of the innovation system this chapter describes. The size and flexibility of these businesses, combined with ready access to international markets, could conceivably mean that international investment may cause businesses to move offshore, undermining the strength of the network that made these businesses possible in the first instance.
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Part 2

Firm-level perspectives
Do clusters matter to the entrepreneurial process?  

Deriving a conceptual model from the case study of Yalumba

Huanmei Li, The University of Adelaide  
Allan O’Connor, The University of Adelaide

Introduction

Industrial clusters are geographic concentrations of interconnected companies and institutions in a particular field (Porter, 1990). In recent decades, researchers have paid much attention to the important role played by industrial clusters in inspiring regional entrepreneurship, economic competitiveness and productivity. In the field of entrepreneurship research, sources of opportunity and the entrepreneurial behaviours to exploit these opportunities are considered as two main research areas (Shane & Venkataraman, 2000). Judging from the success of some industrial clusters in various parts of the world and existing research outcomes, industrial clusters and entrepreneurship are closely related phenomena (Rutherford & Holmes, 2007; Wennberg & Lindqvist, 2010). However, most of the research on the impacts of industrial clusters on entrepreneurship focuses on innovation, firm creation or firm growth effects of clusters at the regional level. Limited research has been found in the literature to explore the interaction between industrial clusters and entrepreneurial processes systematically at the firm level.
This chapter attempts to address the above research limitation by deriving a conceptual model articulating the integrated components of industrial clusters, entrepreneurial behaviours in established firms and types of entrepreneurial opportunities. In doing so, we illustrate two fundamental entrepreneurship research questions. What are the sources of entrepreneurial opportunities in clusters? And what are the entrepreneurial behaviours that established firms use to exploit the entrepreneurial opportunities? To respond to these questions we conduct a review of the literature and test it against a case study.

There are six sections in this chapter. In the following section we analyse eight components of industrial clusters. In the section after that we discuss the entrepreneurial process: entrepreneurial opportunities and entrepreneurial management behaviours of established firms. In the next section we present a conceptual model of the entrepreneurial process within industrial clusters and provide propositions about their dynamic interactions. On this basis, in the next section, we conduct an analysis on the case study of Yalumba in the Barossa wine region of South Australia which shows that the entrepreneurial process is active and evident in clusters and that the research in this area is worthwhile. We discuss research limitations and future research directions in the final two sections of the chapter.

**Identifying eight components of industrial clusters at the firm level**

Industrial clusters are viewed as regional innovative systems, market organisations (Maskell & Lorenzen, 2004), social market constructions (Bagnasco, 1999), contexts of territorial production (Ratti, Bramanti, & Gordon, 1997) and socio-economic environments that support vibrant innovative and transactional activities. The research on industrial clusters has yielded a long list of factors that contribute to the competitiveness of firms within clusters (Aleksandar, Koh, & Leslie, 2007) and to regional economic growth (Cooke, 2001). These key factors include geographic agglomeration (Porter, 1996), economies of scale and scope (Gordon & McCann, 2000), knowledge spillover (Iammarino & McCann, 2006), shared resources (Molina-Morales & Martínez-Fernández, 2008), networking between clustered firms (Karlsson, Johansson, & Stough, 2005), and interaction between firms and supporting organisations (Romero-Martínez & Montoro-Sánchez, 2008). Besides this, industrial clusters involve a sense of belonging, co-operation culture, transportation and transaction cost savings (McCann, Arita, & Gordon, 2002). These factors also
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include affluent social and venture capital (Cooke, Clifton, & Oleaga, 2005), skilled/semi-skilled labour pools, abundant opportunities, advanced technologies, innovative environment, localised and specialised suppliers and buyers (Porter, 1998), increased legitimacy (Klyver, Hindle, & Meyer, 2008), regional identity, decreased 'newness' and the proliferation of entrepreneurial examples (Romero-Martínez & Montoro-Sánchez, 2008).

Though there is much literature describing various factors, especially on a theoretical level contributing to cluster advantages, the existing literature shows inconsistent research results. This is due to the following reasons: firstly, there is no consistent view about what we mean when we talk about industrial clusters and hence conflicting results from cluster research can occur depending upon the perspective taken — for instance, a pure agglomeration or a complex system perspective. Secondly, the empirical research examines the advantages that clusters bring mostly from a pure agglomeration perspective (Folta, Cooper, & Baik, 2006). The arguments supporting cluster development from this research perspective are often criticised for imitation and homogeneous behaviours (Rocha, 2002) and for mimetic isomorphism (Pouder & St John, 1996) as it occurs in clusters, particularly from a life cycle viewpoint of clusters. Thirdly and most importantly, the analysis of clusters at the firm level lacks an integrating theoretical framework exploring the principal components of clusters to set up a general analysis framework. Given the above research limitations and needs, we attempt, from a review of the literature, to develop an integrating framework of industrial clusters. This framework could help cluster researchers identify and recognise the principal factors as well as the relationships among them to advance the quality of further conceptual and empirical research.

For decades, the advantages brought by geographic proximity — such as agglomeration economies (Marshall, 1890), transportation cost savings (Weber, 1909), external scale economies (Krugman, 1991) and local markets (Porter, 1990) — have been the centre of industrial cluster research. However, the knowledge spillover effects, learning effects, collective efficiency and embeddedness cannot be explained just by applying geographic proximity. Granovetter (1985) has pointed out that economic action is embedded in structures of social relations. In a case such as clusters, social relations become so prominent that it is impossible to ignore them. The classic approach to research on industrial clusters, especially in empirical research, is a focus on the regional or national level, without giving consideration to the micro
dynamism of cluster firms. Therefore, this chapter points out the social relations of firms within clusters. Sternberg and Litzenberger (2004) identify three key factors of clusters: spatial concentration of firms, co-operation between firms and co-operation between firms and institutions. Other scholars also point out that clustered firms' external networks are crucial in overcoming cluster-specific generated weaknesses such as lock-in effects and path dependence. Therefore, based on the studies of the above scholars and other existing literature, this chapter identifies four key factors of clusters and their associated key effects.

The first key factor of industrial clusters is geographical proximity. Geographical concentration is the key element in defining a cluster and is mostly common among quantitative research on clusters (Baptista & Swann, 1998). Geographic proximity promises the sharing of infrastructure, social institutions, accessing of crucial resources and enjoyment of collective government promotion and programs for the region (McDonald, Tsagdis, & Huang, 2006). Moreover, geographical proximity facilitates the spread of tacit, codified knowledge (Cooke, 2007), offers innovative advantages (Jaffe, Trajtenberg, & Henderson, 1993), saves innovation costs (Cooke, 2007), builds trust relationships, and increases imitation innovations (Romero-Martínez & Montoro-Sánchez, 2008). Geographical proximity is the basic element defining clusters and the basis of other key factors of clusters. In the clusters literature, geographic proximity of firms is simply geographic agglomeration (Sternberg & Litzenberger, 2004), including Marshallian industrial districts and industrial complexes.

The second key factor is inter-firm networks. A prominent feature of geographical clusters is the extensive network of inter-firm linkages supporting knowledge trading and collaborative innovation (McEvily & Zaheer, 1999). Inter-firm networks refer to both formal, market-based transactions and informal, untraded relationships between firms located in the cluster (Storper, 1997). Inter-firm networks provide access to key resources, tacit knowledge and norms, standards or conventions of behaviours and advanced information and technology (Aldrich & Zimmer, 1986) to ensure business success (Dubini & Aldrich, 1991). Furthermore, inter-firm networks reduce environment uncertainty and ambiguity, stimulate initiatives and innovations (Julien, 2007) and contribute to the learning process and entrepreneurial process (Parker, 2010). Based on these characteristics and effects contributed by inter-
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firm networks, the region where clusters are located becomes a regional innovative network (Camagni, 1991).

The third key factor is institutional networks between clustered firms, research institutions, financial institutions, governments and other supporting agencies (Saxenian, 1996). Research has found that knowledge is not evenly diffused in the cluster but only flows to firms in certain network positions (Giuliani & Bell, 2005); and that firms especially in the position of a structure hole (as a bridging role between clustered firms and other supporting bodies) easily catch opportunities (Burt, 2000). The institutional network concept is also used to refer to social capital (Coleman, 1990) and institutional embeddedness (Van de Ven, 1993). After examination of the metropolitan high-tech cluster in Rome, Pirolo and Presutti (2007) argue that social capital within clusters ensures the acquisition of knowledge. Similarly, Gordon and McCann (2000, p. 720) argue that

firms within the social network are willing to undertake risky co-operative and joint-ventures without fear of opportunism, willing to reorganise their relationship without fear of reprisals, and are willing to act as a group in support of common mutually beneficial goals.

In this context, all the clustered entities co-ordinate collectively to enhance a cluster’s development and then help to build regional identity. Consequently, the cluster becomes an innovative system (Cooke, Gomez Uranga, & Etxebarria, 1997).

The fourth key factor is the external networks of clustered entities. External networks refer to the relationships between clustered bodies and the organisations located outside of the cluster. There are abundant studies that argue that as clusters evolve, the closeness of regional networks will ultimately become an obstacle to cluster development (DiMaggio & Powell, 1983; Menzel & Fornahl, 2007; Poudar & St John, 1996; Tushman & Romanelli, 1985). In contrast, external networks of clusters expose clustered firms to new ideas and visions (Parker, 2010), and stimulate cluster transformation (Tappi, 2005) and entrepreneurial activities (Rocha & Sternberg, 2005). Because of globalisation and the location of multinational corporation branches worldwide, the involvement of industrial clusters in global value chains is the precondition to ensure cluster upgrade and sustainable development. Furthermore, involvement in global value chains creates opportunities for clustered firms (Humphrey & Schmitz, 2002) in the forms of new information, technology
intuition, market expansion and so forth. Thus the networks of clusters are no longer contained within regional or clustered boundaries but are linked to global scope, referred to as an open innovation system (Cooke, 2005).

Prominent effects often accompany the above four key factors of industrial clusters, as shown in Figure 5.1. Firstly, shared public infrastructures and services are often viewed as a basic cluster element. Secondly, the inter-firm networks and institutional networks facilitate codified and tacit knowledge spillover among the clustered firms. Thirdly, the inter-firm and institutional networks promote collective activities and help clustered firms link to organisations outside of clusters. Finally, successful industrial clusters often have a common reputation among the clustered firms.
firms such that if one clustered organisation behaves badly or unethically, it will directly or indirectly ruin the reputation of other firms in the same cluster, and vice versa. The collective promotion activities help to build regional identity in domestic or international markets, saving market investment as well as management cost. The above four cluster factors interact with the accompanying characteristics to promote collectively the dynamism of industrial clusters.

**An overview of the entrepreneurial process**

The entrepreneurial process is the process through which managers employ entrepreneurial methods, practices and decision-making styles to behave entrepreneurially and seize entrepreneurial opportunities. Thus the key point here is how firms can behave entrepreneurially and what types of opportunities are entrepreneurial opportunities. Below, we clarify the dimensions of firm entrepreneurial behaviours and entrepreneurial opportunities.

**Entrepreneurial management: A review of the concept and main concerns**

Researchers and governments have actively sought entrepreneurship, carried on in the pursuit of business opportunities (Lumpkin & Dess, 1996), as one of the major engines for economic development, innovation, job creation, new start-ups and existing business growth. The research perspectives of entrepreneurship vary between individual, organisation and environment, and are accompanied by definitions of entrepreneurship including new material combinations (Schumpeter, 1934), new entry (Lumpkin & Dess, 1996), creation of organisations (Gartner, 1988) and the process of pursuing opportunities (Shane & Venkataraman, 2000; Stevenson & Jarillo, 1990). In the recent decade, the research focus of entrepreneurship has gradually shifted from psychological characteristics of self-employed individuals to firm-level entrepreneurial management/orientation.

Some useful work has been done to conceptualise and 'practitioanalise' firm level entrepreneurship. Based on Miller's (1983) original work on firm-level entrepreneurship, Covin and Slevin (1989) developed a nine-item scale to measure the entrepreneurial posture of firms: innovation, proactiveness and risk-taking. Drawing from strategic management literature, Lumpkin and Dess (1996) proposed a framework of entrepreneurial orientation [EO] for investigating firm-
level entrepreneurship: autonomy, innovativeness, risk-taking, proactiveness and competitive aggressiveness. Lumpkin and Dess’s research of EO is analogous to Stevenson and Jarillo’s (1990) concept of entrepreneurial management [EM], since both reflect the entrepreneurial process of firm.

Stevenson and Jarillo (1990a; 1986) differentiate the opportunity-based entrepreneurial management [EM] from traditional management, which reflects the pursuit of opportunity without regard to the resources currently controlled. The entrepreneurial management practices are reflected in the strategic orientation, resource orientation, management structure, reward philosophy, growth orientation and entrepreneurial culture of a firm (Brown, Davidsson, & Wiklund, 2001; Stevenson & Gumpert, 1985; Stevenson & Jarillo, 1990; Stevenson & Jarrillo-Mossi, 1986). The conceptualisation of opportunity-based EM is consistent with the contemporary opportunity-based definition of entrepreneurship (Eckhardt & Shane, 2003; Shane & Venkataraman, 2000; Venkataraman, 1997) and reflects classical entrepreneurship domains such as Kirzner’s (1973) 'opportunity alertness'. After three decades of theoretical and empirical inquiry, EM is widely recognised as an efficient tool to evaluate or measure entrepreneurship in existing organisations and to further our understanding of the entrepreneurial behaviours pursued by existing organisations. Below we discuss six key attributes of EM.

**Strategic orientation**

Strategy creation is driven by perceived opportunities in the environment, not by the resources required to pursue these opportunities in entrepreneurial management practice. In opportunity-driven strategy, opportunities are the first consideration of managers. Once managers identify opportunities as real, they will marshall the required resources to exploit these opportunities. Almost any opportunity is relevant to the firm (Brown, Davidsson, & Wiklund, 2001) because managers are inclined to create a new business (organisation), instigate renewal or encourage innovation (Sharma & Chrisman, 1999). At the other extreme, the pure trustee’s strategy is to utilise the resources controlled by the firm and make use of these resources efficiently. Managers will consider their resources before exploiting any opportunities. In other words, the firm exploits only opportunities requiring the resources under the firm’s control.
Resource orientation

Stevenson (as cited in Brown, Davidsson, & Wiklund, 2001) has firstly described dimensions of commitment of resources and control of resources in resource orientation, and Brown, Davidsson, and Wiklund (2001) have then developed this. At one end of the resource commitment continuum, an entrepreneurial firm’s resource orientation is to maximise value creation generated by exploiting opportunities while minimising the firm’s resources committed. Under the situation of resource orientation, the acquisition and commitment of resources is done in a flexible and multi-step manner (McGrath, 1999), which allows the entrepreneurial firm to adopt new or improved strategies according to the opportunities status without necessarily owning the resources. To maintain this manner of committing resources may be difficult because of pressures created by the accumulation of resources within an organisation (Brown, Davidsson, & Wiklund, 2001), such as capital allocation systems, formal planning systems and certain incentive systems.

At the other end of this continuum are the firms that are considered less entrepreneurial because the commitment of resources is characterised by favouring ownership and control of resources and a thorough analysis in advance before mostly irreversible investments are made. An entrepreneurial firm reduces the resources it uses or owns as much as possible and favours resources (for example, financial capital, intellectual capital, skills and competencies) which are borrowed or rented from others. Such an entrepreneurial resources orientation provides flexibility, which allows SMEs to manage uncertainty by pursuing multiple opportunities (Bradley, Wiklund, & Shepherd, 2011). However, a firm’s growth together with the accumulation of resources makes it increasingly difficult to adopt this kind of resource management behaviour.

Management structure

Burns and Stalker (1961) introduced the idea of an organic versus a mechanistic organisational structure. Organic firms are decentralised and informal, emphasising lateral interactions and an equal distribution of knowledge and information throughout the organisation (Lumpkin & Dess, 1996). Meanwhile, mechanistic firms are highly centralised and formal, with a clearly defined hierarchy, authority, responsibility
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and clearly defined systems to ensure efficiency. An organic organisational structure enables an entrepreneurial firm to manage its rented or borrowed resources flexibly when pursuing opportunities influenced by uncertain environments. Furthermore, to achieve growth from the addition of new products/services or new markets, organic firms are flexible and open to change (Stevenson & Gumpert, 1985).

Reward philosophy

The reward philosophy of an entrepreneurially managed firm reflects interest in creating and harvesting wealth (value) and thus is oriented toward compensations based on how individuals contribute to value creation in pursuing opportunities. The entrepreneurial management structure makes it possible to reward or evaluate employees based on their own individual performance and accountability. Under an entrepreneurial reward philosophy, employees are encouraged to explore potential opportunities, thus developing higher levels of commitment and trust within the firm (Bradley, Wiklund & Shepherd, 2011). In contrast, under a less entrepreneurial reward philosophy, rewards are based on the amount of resources under the individual’s control, on hierarchy, and on seniority. Such a reward philosophy will undermine the pursuit of opportunities, since the individuals who control resources tend to limit the usage of these resources to pursue any opportunities under uncertainty.

Growth orientation

Managers in entrepreneurial firms prefer rapid growth to the steady growth that is often the choice of managers in a traditional administrative firm. An entrepreneurial firm is characterised as proactive and competitively aggressive (Covin & Slevin, 1991), utilising all kinds of opportunities and resources to achieve high growth. A traditional administrative firm, in contrast, focuses on resources under its control, tending to avoid rapid growth, which requires more and new resources. The reward philosophy in less entrepreneurial firms decides that it seeks a growth rate which does not jeopardise accumulated resources or create fluctuations in the management track record (Stevenson & Gumpert, 1985). In contrast, high growth often indicates high value creation, thus in entrepreneurially managed firms, managers are inclined to seek high growth rates.
Entrepreneurial culture

Entrepreneurial culture describes the culture of a firm that encourages a broad range of ideas, experimentation, and creativity. An entrepreneurially managed firm regards opportunity as the starting point to conduct business, whereas a traditional administrative firm takes resources under its control as the starting point. Therefore, a firm with an entrepreneurial culture is full of ideas, experimentation and creativity, while there can be a lack of ideas or ideas that just match the owned resources within traditional and more administratively focused firms. An entrepreneurial culture is beneficial to firm growth since growth can be generated from a broad range of opportunities. However, firms that lack an entrepreneurial culture typically generate sales from a more proven and narrow set of opportunities, and this is associated with slower growth rates than entrepreneurial firms (Covin, Green, & Slevin, 2006).

Entrepreneurial opportunity: A review of the concept and main concerns

The concept of opportunities has its roots in Austrian economics and the roles of entrepreneurs have been divided between arbitrageurs (Hayek, 1945; Kirzner, 1973) and innovators (Schumpeter, 1934). One of the fundamental questions of entrepreneurship research, raised by Shane and Venkataraman (2000), is why, when and how opportunities for the creation of goods and services come into existence. This question draws much research attention to the attributes, forms, origins and life cycles of the entrepreneurial opportunity. However, the research on entrepreneurial opportunity is in its infancy and has been characterised by scattered descriptions (Gaglio & Katz, 2001) from a variety of theoretical perspectives. Researchers have viewed an entrepreneurial opportunity as an idea (Davidsson, Hunter, & Klofsten, 2006), an entrepreneurial envisioning or a new means-ends framework (Sarason, Dean, & Dillard, 2006), a project (Casson & Wadeson, 2007) or more commonly as introducing novelty to the market at a profit (Alsos & Kaikkonen, 2004; Companys & McMullen, 2007; DeTienne & Chandler, 2007). The high fragmentation of entrepreneurial opportunity literature has presented a serious obstacle to its theory building.

Casson (1982) defines an entrepreneurial opportunity as a situation in which new goods, services, raw materials and organising methods can be introduced and sold at greater than their cost of production. Following on from Casson’s definition,
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Venkataraman (1997) defines an entrepreneurial opportunity as a set of ideas, beliefs and actions that enable the creation of future goods and services in the absence of a current market for them. In order to differentiate entrepreneurial opportunities and all other profit opportunities, Shane and Eckhardt (2003) define an entrepreneurial opportunity as a situation in which new goods, services, raw materials, markets and organising methods can be introduced through the formation of new means, ends or means-ends relationships.

However, Plummer, Haynie, and Godesiabois (2007) used the example of Dell Computer's origin to illustrate that even Shane and Eckhardt's (2003) new means-ends framework could confound the idea of an entrepreneurial opportunity, and they appealed for differentiation between objectively new and underexploited opportunities. From the aspect of underexploited opportunities, Singh (2001, p. 11) defined an entrepreneurial opportunity as 'a feasible, profit-seeking potential venture that provides an innovative new product or service to the market, improves on an existing product/service, or imitates a profitable product/service in a less-than-saturated market'. In response to Singh's comments on their definition of an entrepreneurial opportunity, Shane and Venkataraman (2001) rebutted Singh's definition of an entrepreneurial opportunity. According to Shane and Venkataraman (p. 15), firstly, an entrepreneurial opportunity does not have to be exploited by a new venture. It can be exploited by an existing organisation or it can be sold to other organisations or individuals. Secondly, entrepreneurial opportunities do not have to take the form of new products or services. They can also include new organising methods, new raw materials and new geographical markets. Thirdly, an entrepreneurial opportunity should include any market inefficiency due to information asymmetry.

Smith, Matthews, and Schenkel (2009), drawing upon the exchange between Singh and Shane and Venkataraman, define an entrepreneurial opportunity as 'a feasible profit-seeking situation to exploit a market inefficiency that provides an innovative, improved or imitated product, service, raw material, or organising method in a less-than-saturated market' (p. 41). This definition creates more confusion, however, by expanding the entrepreneurial opportunities domain and also blurring the differentiation between entrepreneurial opportunities and all other profit opportunities.

The above statements illustrate the complexity and challenge of establishing a consensus definition of an entrepreneurial opportunity. The basic precondition of
an entrepreneurial opportunity is a profitable gap existing in the market (Casson, 1982; Singh, 2000; Smith, Matthews, & Schenkl, 2009), and the exploitation of the profitable gap is often accompanied by innovative application (Casson, 1982; Shane & Eckhardt, 2003; Singh, 2001), whether in products or process. A default position in entrepreneurship research is that entrepreneurial opportunities are not evident, but need entrepreneurial alertness (Gaglio & Katz, 2001; Kirzner, 1973) or entrepreneurial vision (Sadler-Smith, Hampson, Chaston, & Badger (2003). In addition, entrepreneurial opportunities should be feasible by taking legal actions (i.e. actions within the law), using achievable technologies and accessible materials. Besides this, entrepreneurial opportunities cannot be exploited by an existing means-ends framework (Shane & Eckhardt, 2003).

Following the extant works of previous theorists, we define an entrepreneurial opportunity in this research as a feasible profit-seeking situation that influences market balance by providing a new product/service, new raw material, new production methods and new distribution/marketing methods, and by entering new geographical or demographical markets.

The contribution of clustering to entrepreneurial dynamics

A review of the literature reveals that there exist only a few studies analysing the relationship between key components of an industrial cluster and the entrepreneurial behaviours happening in the cluster. However, in the past few years there is a growing tendency toward connecting entrepreneurship and industrial clusters. The majority of the research, on the one hand, oversimplifies entrepreneurship by adopting the number of businesses (Pickles & O’Farrell, 1987), new start-ups (Amit, Muller, & Cockburn, 1995; Giannetti & Simonov, 2004; Pickles & O’Farrell, 1987; Stuart & Sorenson, 2003) or the level of private sector economy (Acs & Armington, 2004) to measure entrepreneurship. On the other hand, most of the existing empirical research on clusters only examines the spatial concentration perspective without considering other crucial factors of clusters. As Romero-Martínez and Montoro-Sánchez (2008) argue, the research on the effects of the cluster key factors are not analysed explicitly or sufficiently.

The main body of existing literature examining cluster benefits on firms usually compares firms within clusters and outside of clusters. It is widely acknowledged that industrial clusters bring opportunities, which require that clustered firms be active,
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innovative and risk-taking to be able to recognise and exploit these opportunities. In this case, entrepreneurship becomes the essential element for a firm to be able to survive and grow in clusters. The existing research on the relationship between clusters and entrepreneurship mostly centres on the start-up effects of emerging or immature clusters. It is argued theoretically that as clusters mature, innovative inertia arises, where the imitation and homogeneous behaviours of managers (Rocha, 2002), the homogeneous macro culture (Pounder & St John, 1996) and the network closeness (Westlund & Bolton, 2003) will prohibit the development of established firms and the entry of new firms. This argument is inherent in the work of Pounder and St John (1996), who argue that in the convergence phase of industrial clusters, managers within geographic proximate regions are more likely to develop similar models of competition with managers in the same region than with managers outside the clustering region. They further argue that the cognitive homogeneity of managers in clustering regions will cause cognitive bias of competition, innovation inertia and dysfunctional macro culture. However, they do not mention the role of entrepreneurs in the clustering process.

In conclusion, most of the existing arguments regarding the relationship between industrial clusters and entrepreneurship are based on either theoretical assumptions or imprecise empirical analyses. To date, research on the impact that key cluster factors and characteristics have on the entrepreneurial behaviours of established firms, and the entrepreneurial opportunities of clustered regions, is rare. Moreover, research has not arrived at a consensus regarding the interaction between entrepreneurship and industrial clusters. More qualitative research is needed to design the framework for entrepreneurship that occurs in regions and its interactions with regional contexts. Quantitative research should be encouraged using first-hand data to understand the regional entrepreneurship phenomenon. This chapter responds to the research gap by outlining a conceptual model interpreting the relationship between industrial clusters and entrepreneurial process as illustrated in Figure 5.2.

The conceptual model illustrates the general framework of the impacts of key factors and main characteristics of industrial clusters on entrepreneurial behaviours and entrepreneurial opportunities. It also interprets the close relationship between industrial clusters and regional competitiveness, as well as the entrepreneurial process and performance.
Industrial clusters are regarded as network-based systems (James, 2005; Keui-Hsien, 2010). James (2005) regards geographical proximity as regional agglomeration, in which the clustered members can access the public infrastructures, services and information. Actors in network-based systems have greater access to each
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other to learn from and integrate each other’s knowledge (Keui-Hsien, 2010), and this, in turn, enhances regional innovation and growth, often referred to as regional innovative networks. At the level of institutional networks, Cooke et al. (1997) link learning to a certain institutional network, and clustered firms can benefit from governmental collective promotions and programs, both of which create learning economies and finally a regional innovative network. The external networks of one cluster decreases the clustered blindness and exposes the cluster to new ideas and visions (Parker, 2010), which is of crucial importance to the cluster’s transformation (Tappi, 2005) and upgrade.

Entrepreneurial behaviours and entrepreneurial opportunities are interdependent and interrelated. Entrepreneurial opportunities have been seen as objective, existing independently of entrepreneurial consciousness (Sarasvathy, Dew, Velamuri, & Venkataraman, 2005; Shane & Eckhardt, 2003; Smith, Matthews, & Schenkl, 2009), since they are characterised by generalisability, accuracy and timeliness (McMullen, Plummer, & Acs, 2007). However, there are counter-studies showing that entrepreneurial opportunities are subjective, influenced by an entrepreneur’s personal interpretation of a certain situation (Sarason, Dean, & Dillard, 2006). From structuration theory, entrepreneurial opportunities are not an objective existence but are idiosyncratic to the entrepreneur, and entrepreneurs and opportunities are interdependent as a duality (Sarason, Dean, & Dillard, 2006). In this chapter, opportunities are themselves objective but shaped by subjective, idiosyncratic factors. These subjective and idiosyncratic factors condition the creation of new opportunities for the established firms and the firms’ ability and willingness to pursue them (Buenstorf, 2007).

Identification of an entrepreneurial opportunity requires entrepreneurial alertness (Kirzner, 1973). Once an entrepreneurial opportunity has been found, the evaluation of whether one particular entrepreneurial opportunity is worth pursuing or not is related closely to a firm’s experience and strategies as well as to its abilities. In the exploitation stage of entrepreneurial opportunity, different entrepreneurial opportunities require specific entrepreneurial behaviours to fully exploit them (Eckhardt & Shane, 2003). An entrepreneurial opportunity of new products/services and new production methods should require entrepreneurial behaviours that emphasise innovativeness; an entrepreneurial opportunity of a new market entry and new distribution/marketing methods should require entrepreneurial behaviours that
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emphasise risk-taking and proactiveness. Individuals are more likely to identify an entrepreneurial opportunity, but the exploitation of an entrepreneurial opportunity is often through a firm, and thus the supporting context of firms is crucial in the exploitation stage.

Main propositions of the conceptual model

Industrial clusters and entrepreneurship are closely related phenomena; however, research on the entrepreneurial dynamic mechanism of industrial clusters is quite rare. In this section we present three propositions that extend from the conceptual framework. The majority of existing research connecting entrepreneurship and industrial clusters focuses on the start-up effects of industrial clusters or the effect of entrepreneurship to promote the formation of industrial clusters. This research addresses the research gap by constructing a conceptual model that links the different networks existing in an industrial cluster, as well as the accompanied characteristics of different networks, to the entrepreneurial process defined by the interaction between entrepreneurial behaviours and entrepreneurial opportunities.

The argument that entrepreneurship involves networking activity supports the claim that the entrepreneur is embedded in a social network that plays a critical role in the entrepreneurial process (Hoang & Antoncic, 2003). Some entrepreneurs choose to start their firms where their family members, relatives and friends have already had firms — in other words, where they have close ties (Klyver, Hindle, & Meyer, 2008). Network theory suggests that networks benefit entrepreneurs through providing them with access to knowledge, capital, information, advice and other exclusive resources. In addition, networks help entrepreneurs build reputation and social legitimacy (Klyver, Hindle, & Meyer, 2008). Social networks facilitate the access of information (Sorenson, 2003). In sum, these arguments ground Propositions 1a and 1b (below), which suggest a relationship between entrepreneurial opportunities and entrepreneurial management with respect to the depth of industrial cluster involvement by firms.

Proposition 1a: A firm’s depth of involvement in an industrial cluster is closely related to the number of entrepreneurial opportunities that are perceived by the firm.

Proposition 1b: A firm’s depth of involvement in an industrial cluster is closely related to its level of entrepreneurial management behaviours.
Both the geographical concentration of firms as well as the internal and external networks of clusters enable the sharing of resources and infrastructure, strengthen supply to local markets, facilitate information exchange, stimulate co-operation and build regional identity. Wixted (2009) argues that knowledge has a strong tendency to be localised within certain regions. Both codified and tacit knowledge is more easily shared and distributed among localised firms. One basic promise of clusters is to increase opportunities (Rosenfeld, 2003), since clusters are sites of localised positive externalities in labour market pooling, input-output linkages and knowledge spillover (Potter, 2009). Audretsch (1998) argues that innovative ideas based on tacit knowledge cannot be easily transferred across distance, which is why firms always choose to locate in close geographical proximity. Baptista and Swann (1999) believe that information exchange is the prominent feature of geographic concentration and is of foremost importance for technology innovation. Proposition 2 therefore addresses the issues of business performance in relation to industrial clusters.

Proposition 2: A firm’s involvement in an industrial cluster and its business performance are closely related.

Opportunity exploitation requires innovation in resources and the combination of resources (Shane, 2012). Entrepreneurial management relates closely to opportunity identification and exploitation (Dimitratos, Voudouris, Plakoyiannaki, & Nakos, 2012; Runyan, Droge, & Swinney, 2008). Entrepreneurially managed firms are more innovative than traditionally managed firms and are more likely to seize entrepreneurial opportunities (Chaston & Scott, 2012). Entrepreneurially managed firms can take first-move advantage and control market entry, dominate distribution channels and set up industry standards (Wiklund, 2006). Entrepreneurially managed firms anticipate and act on future business situations (Venkatraman, 1989). Entrepreneurial behaviours of firms will shape and reshape the entrepreneurial opportunities to fit their pursuit framework, which in turn will affect firm performance. In this process, entrepreneurial behaviours also create certain entrepreneurial opportunities intentionally or inadvertently. Entrepreneurial management encourages an organisation’s flexibility and enhances performance (Brown, Davidsson, & Wiklund, 2001; Hughes & Morgan, 2007; Stevenson & Jarillo, 1990). It facilitates knowledge transfer and sharing, helps generate new ideas and is beneficial to organisational culture (Lumpkin, Cogliser, & Schneider, 2009). Propositions 3a and 3b therefore address the issues of business performance in relation to entrepreneurial management.
Proposition 3a: A firm’s entrepreneurial management practices and its business performance are closely related.

Proposition 3b: A firm’s entrepreneurial management practices and the opportunities that can be perceived by the firm are closely related.

The case study of Yalumba

For many decades, South Australia has been the largest grape grower, wine producer and wine exporter of Australia. The wine industry is integral to the state’s economy, society and identity. Wine exports are the third-largest export earner for the state (Chandler, 2010) and the wine industry contributes to employment in many other realms, such as manufacturing, research and tourism. There are seven wine zones and eighteen wine regions in South Australia. Fourteen national industry associations — including regulators, national supplier groups, export councils, federations and research bodies — are located in the South Australian wine cluster (Aylward, 2007). Furthermore, substantial education and training, research, funding and intermediary bodies and various wine industry associations are also located in South Australia. From the industrial cluster perspective, the South Australian wine industry has demonstrated strong cluster characteristics (Roberts & Enright, 2004) and the South Australian wine industry cluster epitomises the innovative model (Aylward, 2007).

Yalumba is Australia’s oldest family-owned winery, located in Eden Valley, South Australia. Eden Valley is in the Barossa wine zone, which comprises Barossa Valley and Eden Valley. The foundation history of Yalumba is the story of risk-taking, proactiveness, innovation and alertness to opportunity. Yalumba was founded in 1849 by Samuel Smith, who initially brought thirty acres of vineyard with his first saving. The Yalumba of today is still an extremely progressive organisation, building its innovative reputation on ongoing winemaking and viticultural trials.
In order to improve the competitiveness of the wine industry, in 2009, The Government of South Australia and Adelaide Thinkers in Residence jointly published a report, ‘Sustainable value chain analysis: A case study of South Australia wine’ (Fearne et al., 2009). The report examined the Oxford Landing/Tesco [OLT] value chain as an example case study. Yalumba owns Oxford Landing Estate, which is based in South Australia. Tesco is the largest supermarket customer for Australian wine in the UK. Below, we test the propositions of our research against the published case to find evidence of whether the four factors (geographic proximity, inter-firm networks, institutional networks and external networks) and the four main characteristics (shared resources, knowledge spillover, collective activities and regional identity) of industrial clusters and the entrepreneurial process are closely related phenomena.

We coded and analysed the text in our report, ‘Sustainable value chain analysis: A case study of South Australia wine’, using a qualitative analysis software tool, NVivo 9.0. We used this because Computer-Aided Text Analysis [CATA] has higher reliability than human coding, as well as lower cost and greater speed (Neuendorf, 2002), and has been used by other scholars in entrepreneurial orientation analysis (Short, Broberg, Cogliser, & Brigham, 2010). Firstly, we analysed the text for word usage (Morris, 1994) by using the Word Frequency Query to enhance construct validity (Short, Ketchen, Shook, & Ireland, 2010). The result of the Word Frequency Query shows that the article content is closely relevant to the research topic of the chapter. Secondly, we coded the whole article under the interacting factors of the model in the chapter, such as knowledge spillover, institutional networks and entrepreneurial opportunity, to confirm that the key concepts proposed by the conceptual model could be identified within the text. Table 5.1 lists the coded findings. Thirdly, we ran a cluster analysis to check the similarity and relatedness of the concepts used in the chapter and codes,
and to verify whether the propositions had validity for further study. The nodes coded show that the factors of the model we propose in this chapter, appearing in one specific region, are interdependent in creating value for consumers.

Table 5.1 demonstrates clearly that Yalumba exhibits industrial cluster involvement characteristics. Yalumba shows strong relationships with internal and external bodies, regional embeddedness and a common reputation with clustered members. The case shows that industrial cluster involvement enables Yalumba to access premium grapes, updated winemaking technology and information, and opportunities related to wine-marketing. Furthermore, industrial cluster involvement appears to continuously encourage the company’s management practices to be more outgoing, sustainable and innovative.

The management practices of Yalumba — such as informal relationships, innovative company culture, cutting red tape and easy information exchange — are typical entrepreneurial behaviours (codes 3a to 3q), which may help build the opportunity alertness at Yalumba and facilitate the subsequent opportunity exploration. The entrepreneurial atmosphere of Yalumba creates an environment for the employees to work together to challenge the status quo, and it puts Yalumba in the leading position in innovation in the South Australian wine industrial cluster. The case supports this, as it reveals aspects of positive financial and non-financial performance (codes 2a and 2b).

Figure 5.3 shows that the connections among the concepts of industrial clusters, entrepreneurial behaviours, entrepreneurial opportunities and firm business performance proposed in the model are readily observed when running a word similarity cluster analysis with

Table 5.1 (overleaf): Industrial Cluster and Entrepreneurial Process.
Source: Fearne et al., 2009, page numbers in this table refer to the source document, Sustainable value chain analysis: A case study of South Australia wine.
<table>
<thead>
<tr>
<th>Item ref.</th>
<th>Name</th>
<th>References (%)</th>
<th>Text Sample</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Industrial cluster</td>
<td>99 (59%)</td>
<td>Including collective activities, shared resources, geographic proximity,</td>
<td>Various</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>institutional networks, regional identity, external networks, knowledge</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>spill over, inter-firm networks</td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>Collective activities</td>
<td>4 (2%)</td>
<td>There are also efforts made to educate growers through workshops, seminars</td>
<td>Page 33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>and social activities organised.</td>
<td></td>
</tr>
<tr>
<td>1b</td>
<td>Shared resources</td>
<td>2 (1%)</td>
<td>There are opportunities created for growers to get together and form</td>
<td>Page 37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>collaborative relationships (e.g. annual barbeques, educational tours overseas</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>and regular workshops and seminars).</td>
<td></td>
</tr>
<tr>
<td>1c</td>
<td>Shared resources</td>
<td>2 (1%)</td>
<td>Yalumba, Amcor and Tarac Technologies are all partners in the 14th Adelaide</td>
<td>Page 18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thinker in Residence program.</td>
<td></td>
</tr>
<tr>
<td>1d</td>
<td>Geographic proximity</td>
<td>3 (2%)</td>
<td>Grape growers in the Riverland, South Australia. This region produces half of</td>
<td>Page 17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South Australia’s grapes and a quarter of Australia’s wine, the bulk of which</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>is exported. There are over 1300 registered wine growers in the area.</td>
<td></td>
</tr>
<tr>
<td>1e</td>
<td>Institutional networks</td>
<td>14 (8%)</td>
<td>The logistics management must also interface with the Australian Wine and</td>
<td>Page 25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Brandy Corporation (AWBC) to obtain, manage and report on export approval</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>for wine batches.</td>
<td></td>
</tr>
<tr>
<td>1f</td>
<td>Regional identity</td>
<td>6 (4%)</td>
<td>This analysis suggests that government R&amp;D funding may be required and</td>
<td>Page 28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>justified to investigate how best to reduce the related emissions since there</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>is no commercial driver for firms and chains to do so.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>UK consumers who purchase wine from a supermarket regard Australian</td>
<td>Page 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>wines as reliable (“it will never let you down”), good quality and good value.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>However, Australian wines are rarely on the radar screen when they are</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>looking for something special.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1h</strong></td>
<td><strong>External networks</strong></td>
<td><strong>25 (15%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1j</strong></td>
<td></td>
<td><strong>The understanding of the customer (Tesco) needs and consumer wants (value) is distinctly limited upstream, particularly amongst input suppliers and growers.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1k</strong></td>
<td></td>
<td><strong>Tesco UK, is the world’s fourth largest supermarket and responsible for 25% of all UK wine sales, making it the single largest overseas buyer of Australian wine and the largest customer for Oxford Landing.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1m</strong></td>
<td><strong>Knowledge spill over</strong></td>
<td><strong>17 (10%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1n</strong></td>
<td></td>
<td><strong>There are also efforts made to educate growers through workshops, seminars and social activities organised.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1p</strong></td>
<td></td>
<td><strong>There are some growers who collaborate but generally, the various groups of growers have more scope for interaction and information sharing.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1q</strong></td>
<td><strong>Inter-firm networks</strong></td>
<td><strong>28 (17%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1r</strong></td>
<td></td>
<td><strong>Yalumba provides a lot of information and advice to their growers through grower liaison officers, winemakers, viticulturists and vineyard managers on maximising their opportunities and efficiencies.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Business performance</strong></td>
<td><strong>10 (6%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Including financial performance and non-financial performance</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

*Page 4*

---

*Page 17*

---

*Page 33*

---

*Page 31*

---

*Page 33*

---

*Page 39*

---

*Page 31*

---

*Page 34*
<table>
<thead>
<tr>
<th></th>
<th>Financial performance</th>
<th>2 (1%)</th>
<th>Yalumba is Australia’s oldest family-owned winery and one of the country’s largest exporters of wine.</th>
<th>Page 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>2b</td>
<td>Nonfinancial performance</td>
<td>8(5%)</td>
<td>It was also highlighted that Yalumba has made extra efforts to support the community, local businesses and employ local people from the region.</td>
<td>Page 39</td>
</tr>
<tr>
<td>3</td>
<td>Entrepreneurial behaviours</td>
<td>32(19%)</td>
<td>Including strategic orientation, reward philosophy, resource orientation, management structure, growth orientation, entrepreneurial culture</td>
<td>Various</td>
</tr>
<tr>
<td>3a</td>
<td>Strategic orientation</td>
<td>7(4%)</td>
<td>They have developed as a team, overcoming operational as well as strategic challenges together.</td>
<td>Page 42</td>
</tr>
<tr>
<td>3b</td>
<td>Reward philosophy</td>
<td>1(1%)</td>
<td>Strategically develop an innovative value chain through focusing on the willingness to work with suppliers and customers for cooperative improvement.</td>
<td>Page 33</td>
</tr>
<tr>
<td>3c</td>
<td>Resource orientation</td>
<td>3(2%)</td>
<td>There are many long term employees at all levels, with most senior managers having had experience at operational level.</td>
<td>Page 37</td>
</tr>
<tr>
<td>3d</td>
<td>Management structure</td>
<td>11(7%)</td>
<td>Yalumba adopts an informal management style, reflecting the personality of senior management and extent of synergies. They have developed as a team, overcoming operational as well as strategic challenges together.</td>
<td>Page 42</td>
</tr>
<tr>
<td>3e</td>
<td></td>
<td></td>
<td>It was highlighted that the personnel from Yalumba are flexible and willing to adjust their systems to suit their operations.</td>
<td>Page 39</td>
</tr>
<tr>
<td>3f</td>
<td></td>
<td></td>
<td>There were examples of Yalumba staff being commended for being highly approachable, ‘natural innovators’ and collaborative with a long-term vision and growth strategy.</td>
<td>Page 39</td>
</tr>
<tr>
<td></td>
<td>Growth orientation</td>
<td>2(1%)</td>
<td>There were examples of Yalumba staff being commended for being highly approachable, ‘natural innovators’ and collaborative with a long-term vision and growth strategy.</td>
<td>Page 39</td>
</tr>
<tr>
<td>---</td>
<td>-------------------</td>
<td>-------</td>
<td>---------------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>3j</td>
<td>Entrepreneurial culture</td>
<td>8(5%)</td>
<td>They have developed as a team, overcoming operational as well as strategic challenges together.</td>
<td>Page 33</td>
</tr>
<tr>
<td>3k</td>
<td></td>
<td></td>
<td>Senior managers are deemed approachable, involved and enthusiastic.</td>
<td>Page 37</td>
</tr>
<tr>
<td>3m</td>
<td>Entrepreneurial opportunity</td>
<td>28(17%)</td>
<td>In-depth market intelligence (including consumer research) would enable Yalumba to break out of the commodity trap and more effectively reach the distinct market segments, targeting their differential preferences with specific attributes when feasible.</td>
<td>Page 43</td>
</tr>
<tr>
<td>3n</td>
<td></td>
<td></td>
<td>The relationships between Yalumba and the three divisions of Amcor are generally strong but there is scope to exploit the strong relationships to allow for more innovative designs and improvements to packaging to meet Tesco’s needs.</td>
<td>Page 39</td>
</tr>
<tr>
<td>3p</td>
<td>Product-market</td>
<td>20(12%)</td>
<td>The greatest opportunity for improvement lies in leveraging already strong relationships, to improve the flow of information (strategic and operational) and enable more effective forecasting of supply and demand.</td>
<td>Page 4</td>
</tr>
<tr>
<td>3q</td>
<td>Technology</td>
<td>8(5%)</td>
<td>… working closely with Yalumba on the design and production of lighter weight bottles.</td>
<td>Page 17</td>
</tr>
</tbody>
</table>
Figure 5.3: Nodes clustered by word similarity.
Source: Courtesy of the authors.

NVivo 9.0. Word similarity cluster analysis means that nodes that have a higher degree of similarity based on the occurrence and frequency of words are shown clustered together, indicating a higher level of relatedness. Sources or nodes that have a lower degree of similarity based on the occurrence and frequency of words are displayed further apart (NVivo9.0, 2012), suggesting low levels of relatedness.
Using this approach we can check the research propositions. In the first instance we can observe in Group 4 of Figure 5.3 that there are many indicators of depth of cluster involvement grouped in close proximity with entrepreneurial opportunities, particularly market-based opportunities. This supports our Proposition 1a, which suggests that a firm’s depth of involvement in a cluster is closely related to the number of entrepreneurial opportunities. However, there are also some differences observed with Proposition 1b, which is not so well-supported, due to the distance between the concepts for depth of cluster involvement (Group 4) and those that indicate entrepreneurial management (Group 1). This suggests that the two concepts are more independent, suggesting that involvement in industrial clusters is not necessarily related to entrepreneurial management, and that entrepreneurial management may occur without the presence of an industrial cluster.

We also find that Proposition 2 proves to be unreliable, given that non-financial performance occupies the same grouping as entrepreneurial management and shows less relatedness to the cluster involvement concepts in Group 4. To further confound the propositions, it can be observed that financial performance (Group 3) raised in Proposition 3a, is in close proximity, although not grouped with key entrepreneurial management concepts (in Groups 1 and 2), while Proposition 3b reveals even less relatedness between entrepreneurial management and opportunities.

Discussion

Overall, our analysis reveals that the depth of industrial cluster involvement is closely related to market-based opportunities, and that these two factors may be difficult to distinguish, due to a close correlation. However, the relative failure of Propositions 1b, 2, 3a and 3b suggests that each of the pairs of concepts are likely
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to be distinguishable factors and therefore may be isolated independently from each other. The extent to which these combined factors leverage the dependent variables of financial and non-financial performance remains unclear, though — as does whether these performances can be improved with the coexistence of factors underpinned by involvement in an industrial cluster.

There are other observations that we may draw from this analysis. For example, geographic proximity is parallel with shared resources and collective activity. This suggests that institutional networks may not provide the necessary condition to generate collective activity as the model suggests but are mostly associated with shared resources and geographic proximity. Another difference worthy of further study is that firm business performance is closely associated with institutional networks.

A study of clusters cannot ignore its commodity/value chain analysis, especially when researching its dynamics (Schmitz, 1995). The case study based on the commodity/value chain of Yalumba illustrates that Yalumba is highly involved in its regional community based on demonstrated clustered development characteristics, while Yalumba’s management and marketing practices also express entrepreneurial behaviours and entrepreneurial opportunities. A deeper analysis of the project supports the argument that industrial clusters and entrepreneurship, although independent, are potentially strongly connected phenomena, and research that seeks to further explain the interactive dynamics of the two is necessary.

Conclusion

This chapter identifies gaps regarding research on the relationship between industrial clusters and entrepreneurship. In contrast with prior research, this chapter firstly identifies eight components of industrial clusters, and then describes how the above factors and characteristics contribute to the entrepreneurial process within identified clusters. Rather than focusing on the promoting role of entrepreneurship on the formation of clusters or on the creation role of clusters on start-up enterprises, we focus on the effect of industrial clusters on the established firms located within them. We outline a conceptual model to investigate the interaction between clusters, entrepreneurial behaviours and entrepreneurial opportunities, and this model provides another perspective to address the dynamic mechanism of clusters.

In addition, this chapter provides new perspectives to investigate the complex phenomena of entrepreneurial behaviours and entrepreneurial opportunities. It defines
entrepreneurial behaviours as those that are risk-taking, proactive and innovative behaviours aimed at discovering, evaluating, exploiting and creating entrepreneurial opportunities while also constructing a supportive context for entrepreneurial opportunities. This chapter defines an entrepreneurial opportunity as a feasible profit-seeking situation to influence market balance by providing a new product/service, new raw material, new production methods, new distribution/marketing methods and new geographical markets. This chapter adds valuable arguments to the controversial entrepreneurship research regarding the nature of entrepreneurial opportunity and its relationship with entrepreneurial behaviour. It also suggests ways to measure entrepreneurial behaviours and entrepreneurial opportunities in order to add novel and valuable research outcomes in this area.

Results from descriptive analyses have shown that industrial clusters and entrepreneurial process are closely related phenomena. Given the influences of key factors and main characteristics of industrial clusters on entrepreneurship, we believe it is reasonable to suggest policy strategies to promote entrepreneurship through promoting the development of clusters, especially by stimulating the decisive elements of clusters. It is also reasonable for government strategies to provide more opportunities by stimulating entrepreneurial behaviours in the region.

However, the project also shows a lack of interaction with consumers, which may cause Yalumba to waste some of its investment and opportunity. Our research suggests that Yalumba should not only collaborate and interact with supporting bodies, but should also develop an interactive strategy with consumers both locally and internationally to better understand the markets and stay alert to consumer preferences in order to exploit opportunities.

**Future research**

It is widely believed that industrial clusters and entrepreneurship are beneficial to individual business performance, regional development and even national competitiveness. In this chapter we have sought to identify the key factors and characteristics of industrial clusters, and to ascertain whether a relationship with the entrepreneurial process could be substantiated. This chapter contributes to a greater understanding of the dynamic interaction between industrial clusters and entrepreneurship. However, more research, both qualitative and quantitative,
is needed to explore the complex, multidisciplinary and universal phenomena of entrepreneurship and industrial clusters, as well as the interactions between them.

Figure 5.4 shows a future research conceptual model. We propose that future research could focus on how the interactions between industrial clusters, entrepreneurial behaviours and entrepreneurial opportunities influence firm performance, regional development and national competitiveness. Critical future research areas include identifying direct and indirect influential factors of industrial clusters, and identifying the impact pathway of how these key factors and characteristics enhance business performance, regional development and national competitiveness through entrepreneurial behaviours and entrepreneurial opportunities. Further research, both conceptual and empirical, is necessary given the existing and emerging focus and emphasis on policy and practice to develop industrial clusters worldwide.
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Introduction

In order to thrive in the twenty-first century, organisations need not only to be able to recognise complexity and sustainability as key components of business, but also to be able to foster and harness them. Those who operate successfully in such an environment go beyond organisational learning and strategy planning to building adaptive, innovative capabilities which result in sustained competitive advantage. This chapter explores how such adaptation and innovation are coupled with a capacity for strategic innovation and the ability to ‘hotwire’ across industry boundaries, and how such abilities ultimately decouple organisations from the confining need to know what is over the horizon in order to be able to deal with it.

Much has been written on how to facilitate and nurture innovation in organisations, but the concepts are often disaggregated and analysed as individual processes, practices or measures. This fails to take into account the complexity of interconnectedness and interdependence which both creativity and innovation entail, whether within the organisation or across markets and industry sectors as open innovation gains purchase. The level of interconnectivity renders it challenging to design operational structures and processes, and even organisations which embrace
creative problem solving sometimes adopt essentially linear processes in their innovation labs and 'learning gardens'. The problem-solving methods are structured around staged environments and sequential procedures, and this is often not the best format to allow abstract thought.

This does not mean that organisations cannot build structures and processes which facilitate creativity and innovation. Though novel ideas are created in informal spaces and interactions, such opportunities must still be created and facilitated. Further, it must be easy for the outcomes to be captured, and also to be brought to fruition. A level of order is required to support innovative organisations in their steerage and operation. This chapter summarises such order as the intertwined themes of space, time, diversity and interconnectedness.

Each of these themes has multiple, intertwined elements which the innovative organisation builds into their physical and procedural structures and support mechanisms in order to facilitate and nurture innovative practice and creativity. This includes aspects such as the physical layout and flexibility of spaces, and methods of capturing and applying both code-able and non-code-able tacit knowledge. This chapter will also discuss intuitive complex decision-making and the use of reflective networks. Many aspects can be operationalised but operationalisation requires rules, structures, controls, management practices and strategy to be approached in ways which are often counter to common practice.

Innovation is a key driver for economic growth (Pike & Roos, 2007). For the sake of clarity, this chapter makes a simple differentiation between creativity and innovation. Creativity is the conception of novelty, be it a new idea or a new way of perceiving or doing something. Innovation is putting that novelty into practice. The case study this chapter presents, using examples from the same case study throughout, concerns an R&D company in which innovation is critical for survival, and details the shift from potential closure to a highly innovative and successful business. It describes the new, custom-built structure, along with the major features of its operation and how they were designed, implemented and supported by leadership and management practices shaped to assist creativity and innovation. The discussion also offers insight into how these elements interact to hotwire innovative capability in a sustainable manner.
Hotwiring for innovation

What occurs when something is hotwired? Two things which do not normally touch are put in contact and held together until they connect. A spark is generated and this ignites activity. Hotwiring is a good analogy for creating an innovative environment, and such an environment can exist in various forms at different scales, from individual brains to whole-of-industry sectors.

At the individual level, hotwiring gives creative thinkers the time, space and opportunity to build new ideas by connecting disparate information into new neural networks. At the level of people connecting, when they are in a positive environment dealing together with a novel challenge or situation, shared conversation and activity can create new ideas and even affect how those ideas are neurally constructed and shared (Goleman, 2006; Allman, Watson, Tetreault, & Hakeem, 2005), which can result in strongly aligning both goals and purpose going forward (see below).

At the organisational level, minimal blocks to interaction and active support for collaboration will allow these new connections and sparks across different parts of the company. As I have written elsewhere, similar phenomena can occur at higher levels within and across markets, industry sectors and global settings (Kerr, 2012b), and such co-creation is a key feature of open innovation. Organisations that operationalise innovation have flexible and dynamic structures which are minimal and permeable. This allows for the co-ordination and flow of people, ideas and information across diverse parts of the structure. There is an ability for information to flow along 'horizontal human networks' (Meadows, 2008) and for knowledge to be built through relational networks and shared meaning, leading to the co-ordination of shared knowledge, goals and mutual respect (Gittell, Cameron, Lim, & Rivas, 2006), and to the production of new ideas and concepts.

Innovative hotwiring is also about people physically coming together where and when they normally would not, as the face-to-face contact which this allows is critical for the firing of particular neurons which lead to the creation of novel thought. It also allows for the most effective capture and dissemination of non-codeable information, such as tacit knowledge. In innovative organisations, the spaces people work in are designed to encourage such contact by increasing the likelihood of physically bumping into each other and talking face to face. There are stairs rather than lifts, as well as cafés, communal eating areas, and other places which encourage
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informal interaction to increase unpredictable interconnections across all sorts of boundaries (Magadley & Birdi, 2009; Haner, 2005). These interconnections lead to novel ideas.

Such organisations still have structures, boundaries and outcome requirements. The structures include resources, infrastructure and processes built to suit the company and its people. Boundaries and outcome requirements manifest as clear and shared clarification tools, the non-negotiables of a project or process, a shared purpose, and the rules for stopping a project or experiment (Helbing & Lämmer, 2008). There is a wide and appropriate distribution of decision-making across an innovative organisation, so that people can try things and learn from the results. They also have the permission, time and space to stop and reflect, which paradoxically then allows them to move ahead rapidly through increased capacity for novel problem solving and less rework upon implementation. People can reflect alone or in small areas where they incubate ideas and gain insights through divergent thinking. Informal play and 'border-crossing across the organisation' further spark this sort of creative and abstractive thinking process (Haner, 2005).

Setting up an organisation to hotwire ideas, information and people entails an understanding of the major themes and elements of creativity and innovation. The next section of this chapter describes in more detail the themes of time, space, diversity and their interconnectivity across the innovative entity.

The major elements of innovation

Innovation is a serendipitous chess game which favours the versatile, prepared mind. Just like a chess game, innovation involves pieces which move in ways dependent on each other. An unusual move (connection) can inspire a fundamental change in structure and evolution of the situation (game). Many of the pieces have different properties and can do different things. They need to be in the right place at the right time to act, so timing is critical and the game unfolds emergently, with one move depending on another in an opportune pattern. In complexity terms, the game involves interdependence, diversity (heterogeneity), and the layering of moves over time into an emergent strategy.

Moving from analogy to practical terms, this suggests that innovation is rarely ‘out of the blue’ or spontaneous but instead is cumulative, with ideas building on each other in a layering process which leverages knowledge and capability. Johnson (2010)
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calls it a 'bricolage' of borrowing old technology and techniques, and combining them into or with new ideas. Often the new layer of innovation comes about from someone with a completely different way of looking at the subject through diverse backgrounds, world views or areas of specialisation, interacting at the right time for those ideas to fall on prepared ground and willing minds.

Space

An appropriate frequency of interaction is critical for successful innovation, and the likelihood of communication and spontaneous face-to-face interaction is crucially dependent on the physical distance between communications partners (Marion, 1999). This means having spatial flow, which enhances the opportunity for people to bump into each other, as the majority of such interaction is unplanned, and is instead a product of chance created by incidental proximity (Backhouse & Drew, 1992). Such proximity occurs if the workplace facilitates informal meetings, whether in cafés or central staircases, where people will pass each other on their daily travels instead of bypassing each other in lifts. Being within-site also allows people to gauge the opportunity to go and chat, and increases the level of general interaction and communication. Face-to-face interaction is also critical for the types of neuronal activity and connectivity which promote the creation of novel ideas, complex problem solving and the release of chemicals which are necessary for the occurrence of the reorganisation of neural nets (neuroplasticity) and even neurogenesis (the growth of new neural nets), as long as there is a high level of trust and shared purpose (Kerr, 2010; Boyatzis, 2006). Such trust and shared purpose requires at least periodic collocation of the members of a virtual team in order to enhance cohesion among its members and allow the innovation that will lead to project success (cf. Boutellier, Gassman, & von Zedtwitz, 2000; Kerr 2012).

Caves and cathedrals

The nature of the physical space is a key variable in both the creative ideation and innovation processes in organisations (Moultrie, Nilsson, D Dissel, Haner, & Van der Lugt, 2007). Much work is now being done on the issue of spatial support for creativity and innovation, as there is significant evidence that individual and group activities require, as well as actions needing divergent and convergent thinking, different spaces. Attention should be paid to how the space facilitates or inhibits
varying needs for communication, information sharing and collaboration, along with interaction or privacy and quiet reflection (Haner, 2005). Empirical evidence from creative hubs suggests that the size of the space and even the height of the ceilings and windows have a bearing on creative and innovative activity with large, high spaces for preparation and evaluation mixed with small spaces for divergent ideas and imagination so that people cocoon in individually adjustable spaces with various types of technology. This aligns with the phases of divergent and convergent thought which different stages of the creative process entail (Kerr, 2010; Aldous, 2007; Haner, 2005).

Soft factors such as colour, materials and office attractiveness are also an important element of the spatial aspect of creativity. Clauss-Ehlers (2004) found such factors to be the most important single item contributing to perceived wellbeing, and the 'style' of the work environment (including the building and layout) has the ability to inspire, motivate and symbolize innovation and creativity 'simply by being perceived as attractive' (Haner & Bakke, 2004).

The innovative organisation thus pays attention to the proximity of people and spaces to each other. It attends to the style of the spaces, their soft environments and technological tools, and to the provision and layout of a varied physical environment which will facilitate flow and interconnection. Such environments invite the establishment of creative and innovative processes by generating emergent relationships of people through 'hybrid infrastructures for work' (Bakke & Yttri, 2003), which facilitate and enhance innovative practice in a work place.

**Time**

Timing is important in a number of ways. There has to be a serendipitous alignment of capacity to innovate, assisted by the presence of organisational support for individual and group reflection on both past and new ideas. The timely capture and release of ideas is also needed for such reflection.

New ideas can only proceed when conceptual and technological advances make it possible, be they the layering of concepts and knowledge or the ability to technically build or construct an item. Thus innovation is path- and context-dependent, making it quite different from the notion of best practice.

For many this may be a different concept of innovation — that creative ideas are not sudden sparks of genius but instead build over time, evolving and emerging as
new pieces are added from surprising sources. They are slow hunches (Johnson, 2010), and whilst there are 'aha' moments in creativity, such neural sparks are the cognitive amalgamation of a number of pieces of information, knowledge or experience after a period of incubation (which may take minutes, hours, days or years) which form a new neural network in the brain (Saaty & Shih, 2009).

Time for reflection is required for both quick leaps and slowly formed concepts in order to allow the new connections to be made. This calm neural state is the most suitable for creativity, partly due to the release of chemicals that aid the process. It is worth noting that the opposite is also true in terms of stress or pressure triggering the release of chemicals such as cortisol which inhibit or slow the brain from being able to make these connections altogether (Boyatzis, 2006). Whether an innovative idea builds slowly over time or happens in a leap, the organisation needs to enable the innovator to have such time, conversations and exposure to new ideas as is required, along with access to a wide range of judicious information and the permission and opportunity to experiment and act in order to learn.

Time is also required for failure and for multiple attempts to test a concept, as this is a major source of learning. An innovative environment is supportive of informed risk-taking (Heifetz, Grashow, & Linsky, 2009), rather than aiming for closure or a quick-win solution, and operationalising such risk-taking includes agreed rules on when to start and stop. Another way in which time relates to creativity and innovation is the concept of 'pace layering' (Brand, 2000), whereby each level of a healthy society (in this case the organisation) is allowed to operate at its own pace, buffered by slower, larger levels of change but invigorated by faster, smaller cycles of innovation. Many failed attempts at changing a culture or process, or hurrying the creation of something new, are due to the lack of understanding of how such multiple time frames interact, and the lack of ability to either construct successful buffering, or to leave the process alone to readjust its speed and synchronise (Kerr, 2012a; Helbing & Lämm, 2008).

These temporal concepts align well with innovation's cumulative layering of concept, knowledge and technology.

**Heterogeneity/diversity**

Uniformity (i.e. if everybody behaves and thinks the same), will lead to a poor adaptation to changing environmental or market conditions. In contrast, a large
variety of different approaches (i.e. a heterogeneous population) will imply a
large innovation rate. The innovation rate is actually expected to be proportional
to the variance of individual solutions. (Helbing & Lämmer, 2008, p. 12)

There are multiple facets to the role that diversity/heretogeneity plays in innovation,
and these facets include diversity of people, ideas, spaces, colours, technology, tools
and types of thinking. Fostering diversity is critical for organisations adapting to
new situations. Operationalised diversity allows for the development of different
behavioural roles, multiple perspectives, ideas and approaches. Innovation requires
both convergent and divergent thinking at different times during the innovative
process, and this is enabled by having a variety of physical spaces, tools, technologies
and approaches in order to create the necessary environment (Haner, 2005; Kristensen,
2004; Magadley & Birdi, 2009).

Diversity of mindsets, experience and skills is key to optimising new solutions
as these things bring together and recombine individual experience and views
of the problem or challenge, leading to fresh options for solutions and ideas. As
discussed above, interaction is critical to successful innovation, and therefore, though
organisations require rules and structures, these should enhance rather than block
connections between diverse people and views.

Diverse tasks, along with a mixture of task and play, are also important for
innovative activity as mastery over known tasks increases the confidence to experiment
and innovate (De Jong & Den Hartog, 2007). So, too, there should be diverse methods
of storing, transferring, integrating and retrieving individual and shared knowledge so
that it can be used by a wide range of people. At the whole-of-organisation level, the
environment is rarely homogeneous, but instead typically contains multiple states of
flux at any one time, with different parts of the organisation existing in varying stages
of stability and change. This is in fact the optimum state for a healthy organisation
because the parts which are in flux are the parts where the greatest creativity and
innovation can occur (Meadows, 2008; Mitleton-Kelly, 2003) as the old practices no
longer hold. Innovative organisations task their managers with steering such states
rather than settling them down, as such settling in fact acts to suppress adaptation by
blocking creativity and minimising emergence.

Figure 6.1 below attempts to put some thematic order to the elements of
innovation.
The nature of interconnectivity

As this chapter has shown so far, the level of interconnectedness between and within themes shows that disaggregation and siloing within organisations has multiple negative effects. Too often an organisation’s performance will be studied in terms of what each section does rather than how it interacts across the structure. Such a review shows what the parts do but not how the organisation works, and this should be born in mind when operationalising innovation theory.
An idea is a network which can grow and exist at multiple levels, whether at the micro level of a new configuration of neurons within one brain or the shared neural nets of people (multiple brains) working closely together on novel problem solving (Goleman & Boyatzis, 2008). It grows from a clash or meld of new viewpoints as people interact face to face in unpredictable and often self-organised patterns, hence the need for physical spaces which encourage unplanned meetings in a creative workplace. The networked idea takes time and incubation as pieces of the puzzle connect, interact and build into something that can be articulated. Johnson (2010) describes Darwin’s theory of evolution as having been ‘ready for months before presentation, but delayed because Darwin was "unable of fully thinking it yet"’ (p. 118).

**Hotwiring the future — Strategic innovation**

Although this chapter is not about strategy, it describes the design of workplaces for the emergence of ideas and outcomes. It is therefore relevant to mention the concept of strategic innovation, as opposed to strategic planning, as differentiated below:

> The real world, which models simulate, evolves by surprising. It feeds some slight variation through an incompletely known environment laced with non-linear relations and amplifies results unexpectedly. Planning has traditionally sought to avoid surprises by controlling events and suppressing variations. (Artigiani, 2005, p. 586)

Because strategy building takes place in an unpredictable and uncontrollable system, long-term planning needs to scan that system (be it the company, industry sector or external market) in order to discover emerging conditions and innovative opportunities (Aaltonen, 2007). Long-term plans will always be wrong, so the most innovative and sustainable organisations are those which are skilled in discovering new information (threats, technologies) and generating solutions around them spontaneously, thereby rescuing planners from the unrealistic idea of needing to know the future (Artigiani, 2005).

In terms of the case study this chapter describes, a major issue was anticipating and delivering on strategic plans which held the staff to tightly quantified and timetabled deliverables in a changing and unpredictable market and technological field. When they failed to deliver on what were unrealistic or oversimplified plans they were held accountable. In the redesigned business the executive group adopted scenario building as a major foresight tool. They also promoted intuitive decision-
making in planning discussions, as this allowed the introduction of information and knowledge which could not always be justified through linear analysis, yet which introduced valuable insights built up over years of experience (Patton, 2003). They combined this with real-time requirements, and the resultant strategic decisions became more realistic and accurate, and also much more creative.

Thus both creativity and innovation present a rich picture of fast and slow collisions of ideas which build new concepts, crafted by diverse experiences and types of thinking, and facilitated by varied layouts and use of space at different times over the process. The next section looks at operationalising creativity and innovation in the work setting, exploring how to build a culture which leverages such elements to grow an innovative capability within and across the organisation and its people. The section uses the R&D case study throughout in order to illustrate how the major elements were put into practice.

**Case study methodology approach and design**

The initial context for the empirical research arose from my own direct experience and observations (over many years of management, leadership and advisory positions). I observed consistencies regarding success factors for increasing innovation, which led to initial theory building and the design of the case study. In a long-term empirical study it is difficult to isolate both the endogenous and exogenous forces with respect to innovation. The case design attempted to identify a number of structural, cultural and functional elements which enabled creativity and innovation to be operationalised.

The case study involved an exploratory qualitative field research method which used abduction. This methodology allows for assessment of prior and original theories, and the generation of new knowledge, through 'constant dialogue between theoretical conceptualisation and empirical investigation in a real life context' (Järvensivu & Törnroos, 2010, p. 107). Järvensivu and Törnroos (2010) describe abduction as

[a]n approach to knowledge production that occupies the middle ground between induction and deduction. Unlike induction, abduction accepts existing theory, which might improve the theoretical strength of case analysis. Abduction also allows for a less theory-driven research process than deduction, thereby enabling data-driven theory generation. (p. 102)
An abductive case study approach suited the case study profile, and the long timeframe and opportunity afforded the research design of systematic combining, an abductive approach to case research. In their so-titled article, Dubois and Gadde (2002) explain that with an abductive approach

> the original framework is successively modified, partly as a result of unanticipated empirical findings, but also of theoretical insights gained during the process. This approach creates fruitful cross-fertilization where new combinations are developed through a mixture of established theoretical models and new concepts derived from the confrontation with reality. (p. 559)

An overarching advantage of this methodology was the learning it offered as an emergent process, by way of the interplay between search and discovery as each new learning was fed back into the prevailing framework, combining systematically over time and experience to guide the new direction (Dubois & Gadde, 2002). The research process can be broken up into phases that contain abductive differences (refer to Figure 6.2). In some phases the researcher's logic is purely abductive' while in other stages, 'the reasoning may lean more toward deduction or induction. The
whole process, however, can be identified as being abductive in general’ (Järvensivu & Törnroos, 2010, p. 102).

In Phase 1 there is a preliminary idea of what to study. Phase 2 entails a process of theoretical thinking being influenced by the case study, which in turn influences empirical investigation and further literature research. Phase 3 includes collection and analysis of in-depth empirical data, and Phase 4 is the assessment of validity and analytical generalisability of the results, deduced from generated theory.

The research thus involved developing the evaluative case study using a systematic combining research design (Dubois & Gadde, 2002), and this qualitative exploratory field research method allowed the investigation of a complex set of intricately related variables simultaneously over a period of twelve months. The case study timeframe enabled coverage of all stages from the start of the transformative process through building an innovative structure and infrastructure, and finally bedding in and monitoring success.

Conducting the case study

The aim of the case study was two-fold in terms of required and desired outcomes. The required outcome was to turn a struggling R&D business into a viable entity within twelve months which could successfully hit marketing windows. The desired outcome was to foster a creative capacity that would lead to innovative outcomes such as technological breakthroughs. Both were achieved.

The structure of the case study was a multi-method process. Framing occurred via detailed scene setting from the vice president [VP] of the R&D business, which created shared understanding of the issues, non-negotiables and potential way forward. There were brainstorming sessions with each team around what worked well, what needed to be changed and what would work best going forward. After I had combined and mapped the outcomes, they were presented at an all-staff meeting. There were many information and ideas sessions with groups of all sizes, as well as ongoing work both with and by the VP and executive. Elements explored included a fit-for-purpose structure, infrastructure, management style and configuration, a decision-making process and an environment supportive of creativity and innovation. Weekly management meetings informed this emergent process, as did workshops, direct observations, and examination of archival records, documentation and artefacts. There were monthly updates and discussions, six-monthly all-staff progress
talks and workshops using a formal report format, and an interactive discussion site designed by the staff.

A co-created potential structure was put forward to all staff, which was then adapted by three working groups (following, despite the high level of co-creation, a challenging but normal ‘storming’ session), and subsequently voted in. The new managers ended up being voted in by the challenging process of a secret ballot following the design of a robust process which included discussion and education on the impact and outcomes of these key positions. Key roles were co-designed by myself and staff with relevant knowledge, and a similar process was followed for the concept and design of the star teams (see below), and the organisation’s structural levels. The new managers, along with executive and key staff, allocated people across the new structure, and learnt of the difficulty of being responsible for such decisions, as this was one of the activities they were most uncomfortable with. New data bases were designed and built, and new processes and infrastructure put in place. These included remuneration and bonus structures, communication and interactivity methods and tools, project design rules, informal mentoring techniques and values-based performance management (designed by staff at all levels).

There was constant discussion, support, education, and feedback throughout the process at all levels to assist people to share and discuss both progress and issues as the building of an innovative business progressed. Twice during the process this also meant dealing with the emergence of behaviour which was not optimal to success (see below). Over the year, the structure was completely flattened, and the staff subsequently added another layer back in (see sub-heading ‘over-flattening’ in one of the case study examples below). The increase in maturity of staff at all levels was both obvious and significant, as was the growth of co-creation and innovative capacity. This resulted in the first technological breakthrough in seven years and ensured the viability of the business.

Analysis

*Internal hotwiring — Enabling structures*

The physical structure of an organisation has many ramifications. It directly affects the culture, as its level of flexibility can impede or facilitate decision-making capability and connectivity. The balance of centralised and distributed decision-making shapes
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how power is used and activity co-ordinated. Structure impacts the flow and nature of both formal and informal communication and information (Mitleton-Kelly, 2003). Structure also affects the creation of new knowledge by impacting on the capability to take action which is a precursor to learning.

**Minimal structure, and uniformity verses flexibility**

Creativity and innovation require a minimal structure, which lessens the blocks to connectivity and co-ordination, whereas highly structured or rigid organisational silos halt much of this activity (Helbing & Läammer, 2008). Minimal structures enable the connection of diverse ideas, people and views through fostering play and experimentation, and maximising serendipitous timing in relation to people’s interaction, leading to the layering and leveraging of ideas, new technologies and techniques. There is consistently more opportunity to reflect and allow new ideas to form.

The elements of structural uniformity and flexibility are subtle but fundamental to how an organisation operates. If the structures are too uniform, the processes and methods tend to be standardised and tight, leaving little room for shared learning through exploration of alternatives. Emergence of the most suitable practices for achieving required outcomes is also minimised. Furthermore, it is hard to judge output accurately, as output tends to be quantitative and centralised, whereas most outcomes occur in a dispersed pattern across multiple silos and have substantial qualitative aspects. Thus the highly structured feedback and reward processes are problematic.

Because innovative organisations are knowledge organisations, they are critically dependent on connectivity and the autonomy of informal interaction. Senior decision makers cannot predict or observe these relationships when putting in rules and controls over how people and information will flow and combine. There needs to be a co-ordination capability across functions and up and down levels, together with a balance of centralised and distributed decision-making along with permission to act, as this is the way that people learn and innovate.

The case study in this chapter offers an example of growing a culture supportive of educated risk-taking and multiple experiments, and assisted by organisational structures to support diversity and develop a mindset that questions simple, expedient answers.
Case study example

To begin the rebuilding process, there was collective discussion around what was working well, what was not working and what was not negotiable in terms of resources and output requirements for the business.

This guided the design of a three-phase structure of concept development (inception), analysis and scale-up, with the staff and myself co-constructing three sections with permeable membranes (refer to Figure 6.3) which people could pass through backwards and forwards, depending on the needs of the project or task (they were scientists and engineers, but the analogy is apt). There were handover processes for the work to move to each subsequent phase if no one was going with it to ensure continuity of knowledge and progress. These included tacit knowledge and ideas. If results in one phase required the process to go back a step, often a team member would go back as well to ensure continuity of knowledge, as this shortened the redesign time. The managers were embedded in each team as well as being part of the executive group, and this allowed them to influence key decisions in terms of practical operational requirements.

Running across the whole structure were small subject-matter expert groups called 'star teams', who could offer advice or train a team member depending on requirements, which also led to a slow 'up-skilling' of all staff over time, thereby broadening their frames of reference, as well as hotwiring informal mentoring activities.

Simple control rules and clear, agreed boundaries

Some structures, such as Gortex’s 'lattice organisation' and Buckman’s 'influence web', try to mirror flexible structural requirements which allow for an interweaving of processes for new capacities to emerge. This fits with organisational complexity
theory’s self-organisation of people to increase capacity through having fluid and permeable boundaries (Mitleton-Kelly, 2003). Such boundaries are not weak or unclear, but instead are flexible as the nature of work changes, both within and around the organisation. Boundaries are still necessary, including the clarity of shared purpose, but neither boundaries nor roles should block interaction.
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Control rules should be simple, with a shared 'why' and an innovative 'how', influenced by minimal regulation loops. These loops should accurately measure what is important, rather than quantifiable, especially as many of the intangible assets around innovation are qualitative. Control rules include such things as employee interaction (organisation charts), resources, outputs (measures, performance appraisals) and real-time control (process rules and types of supervision) (Morrison, 2010).

They should allow for maximum autonomy within the boundaries of understood non-negotiables, shared purpose and appropriate goals. Instead of being based on risk management and compliance, many innovative organisations adopt five categories of control rules which enhance creativity and innovation. They set rules around how to frame the work (key features), its boundaries (which opportunities to explore), its priority rules (ranking), timing (pace of exploration) and exit rules (when to abandon) (Morrison, 2010). These rules provide direction and something to steer against, which is needed in creative, dynamic situations to prevent chaos.

Case study examples

Employee interaction

A common problem when roles are restructured is individuals’ retention of tasks which reinforce old ways of working. To minimise this, the group had a celebration tea party to let go of old tasks, old frames and old rules. They wrote each task, rule or process which would no longer be practised on a balloon. They tethered the balloons to tables of champagne and popped them with great ceremony to bring home the point that staff would no longer do these things. The staff designed this ritual as their way of moving forward positively, but it also gave them permission to remind each other if old habits emerged subsequently. The process proved remarkably successful in assisting a change in behaviour and mindset.
Process control

As seen above, the boundaries between phases were structurally clear. There was agreement on what the tasks and deliverables looked like, where they sat, and how people were able to move as required. Handover processes were put in place, and there were accurate and meaningful feedback loops to indicate how successful each stage of the project or process was. If a problem occurred, those with the highest knowledge rather than status discussed and took remedial action.

Output control in terms of interaction

When the group was asked what got in the way of building a great culture, appropriate appraisal was highlighted. With guidance and permission, the staff designed their own system, removing technical capability from the appraisal process, and rebuilding it based on five specific values (i.e. integrity) with descriptors for low, medium and high levels of each, rated by 360-degree feedback in the high-trust atmosphere. This proved extremely powerful in changing behaviour. Technical capability was built into a multilevel open database of self-assessed expertise, which sat permanently on the intranet, and was also used for mentoring and project allocation as skills and expertise were easy to locate. These changes greatly increased collaborative work.

Another aspect of building an innovative culture involved reward. The staff redesigned the pay and bonus methods along with the laboratory timetable processes to allow for personal circumstances — i.e. parents of small children no longer had to do laboratory night shifts but contributed to outcomes and creativity in other ways. The bonus was changed to equal shares, and then abandoned in favour of using the money in other ways which included prizes for (peer reviewed) innovative or creative ideas, attendance at conferences, and in-house programs and celebrations.
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It is important that changes, rules and structures are introduced only when there is an understanding of how the system is working, so in the case study the initial review carried out ensured clarity around both the structural interconnections (what went to what) and the dynamic interdependencies of time cycles, queues, bottlenecks and buffers. This informed the design of the new structure, and formed some of the non-negotiables which had to be accommodated.

Status structure — Appropriately distributed decision making/power

A structure will always have power elements. The use of power in relationships often encourages and rewards information control rather than learning. However, in organisations which encourage creativity and innovation, those ‘in power’ use both formal and informal relationships to openly show an organisational intention to facilitate knowledge sharing and cross-functional collaboration and trust (Lin, 2007). This includes not only inviting disconfirming information from all levels, but visibly acting on it at the top.

Status is also given based on expertise, and such status acts as an effective form of communication in a system as long as people can locate it and use it as required (which is why the database in this case was designed as it was). Thus an innovative, human system is rarely flat or devoid of status or power. It also removes the ability to leverage power in order to get things done. Appropriate use of status can unlock as well as stifle innovation or creativity.

Case study examples

Decision-making capacity and the effect of status

One problem with the original structure was the inability to meet market requirements (generic windows) through a lack of connection between the R&D process and executive decisions on matters of marketing and strategy. The marketing director would travel the world and promise production timings which were not cognisant of technical,
compliance and logistical limitations. When the generic windows were subsequently missed, the R&D group were held accountable. In the newly designed structure each phase had a phase manager physically located within the workspace, who also sat on the executive group of senior decision makers (including the marketing director).

To ensure that complex problems and decisions were fully informed, those from project or star teams who had the best knowledge of the situation or technology were included in the decision process to maximise useful information for quality outcomes.

Over-flattening

As part of implementing the new structure and allocating roles, the group voted to have a completely flat structure to show that all staff were of value to outcomes. (The group did this despite advice regarding the potential inequity of equality). Within three months, the senior scientists complained of such inequity, describing the fact that they had to lead, advise and apply many years of experience, yet neither the pay structure nor the decision-making hierarchy reflected this. It was also harder to work out whom to go to in a scientific speciality, as there was no obvious differentiator of the more experienced staff member unless they were personally known.

A structural level was added. This both addressed the equity issue but also put information back into the system by easily allowing people to differentiate levels of capacity, and made various communication processes and logistical collaborations more expedient and fair. This process proved a good surfacing exercise for the group, who had to decide what would be formally valued, and how much it was worth.

It should be noted that this discussion had not been possible for the group at the beginning of this process as they were not able to consider such a complex aspect of what structure brings to the group,
but it was now able to occur with a high level of objectivity, highlighting the importance of time for the growth of capacity and maturation.

**Over-empowerment**

On two particular occasions, sub-optimal emergent behaviour needed to be dealt with. In the first instance the issue of over-empowerment was addressed as a number of staff took the level of decision-making and inclusion too far and the balance had to be restored between decision-making and capability/accountability. At an all-staff meeting I led a discussion on what empowerment was and was not, clarified the levels of capability and responsibility involved, and reinforced the role of managers in an empowered workplace. In the second example, a single individual attempted to hijack the outcome of the secret ballot voting process when he was unsuccessful in gaining a managerial role, and he was subsequently counselled by the VP personally on the work ethics required, and his responsibility to the team.

**Physical Spaces**

The current work on creative hubs offers insight into what sparks creativity and innovation. It is interesting to investigate what makes Berlin a new Silicon Valley despite other cities investing hugely in trying to create such a cluster of creative activity, but instead growing a technical agglomeration which shares location but not connections or ideas. The features of such creative spaces include the natural heterogeneity of many factors such as buildings (proximity, cost, mix of large and small spaces) and people (from all over the world and quite different fields, from opera to physics). However, though creative centres attract people with such individual diversity, they share an ethical alignment, a sense of curiosity and an attraction to collaborative openness, which in turn increases trust levels (and with that, more nimble capacity for novel ideas). Cheap accommodation and open, light spaces
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allow people to bump into each other, intermingled with co-working spaces and small cocooning areas, which set up neural dynamic resonance and enhance nimble, creative problem solving (Goleman, Boyatzis, & McKee, 2001; Kerr, 2012a). The high level of self-organised experimentation also allows people to quickly identify what works and what doesn’t. For this to be successful, however, the organisation has to be one which openly practices and rewards the sharing and connecting of information and ideas rather than their protection.

It should be noted that this discussion on physical spaces in creative environments involves unstructured and informal communication, a critical aspect of creativity and innovation. This is lost in organisations that confuse a creative environment and empowerment with having no rules around attending the workplace. Rules should allow flexibility around attendance to enable specific requirements of lifestyle balance or short periods of private reflection if individuals require them. However, this is quite different from working primarily at home or in ’virtual workspaces’, as these options minimise the face-to-face and informal interaction required for idea generation.

To summarise

An innovative structure includes connective infrastructures based around human networks to foster relationships and shared meaning (Wheatley, 2006). Processes include valid feedback loops based on accurate real-time information (Helbing & Lämmer, 2008) and common areas and spaces where knowledge sharing is easy, unstructured and encouraged, often with information or idea-sharing devices shaped in ways which invite interaction. Communication infrastructure creates a rich information cascade which can flow where needed at the speed required, supported by practices that push and pull tacit knowledge. Both codifiable and non-codifiable knowledge and information can be captured and passed on in ways people can understand and use. The following section looks at some of these practices in an operational setting.

Internal hotwiring — Enabling practices

Innovation is fostered by information gathered from new connections; from insight gained by journeys into other disciplines or places; from active, collegial networks and fluid, open boundaries. Innovation arises from ongoing circles
of exchange, where information is not just accumulated or stored, but created. Knowledge is generated anew from connections that weren’t there before. (Wheatley, 2006, p. 113)

**A clear sense of purpose and supportive leadership**

Innovation occurs most often at the edges between safe practice and the space of the unknown. Whether people *have* to change as the old ways are being removed, or they *want* to innovate, creativity is highest in this space of possibilities (Mitleton-Kelly, 2003). Yet people must feel safe to step into this space, and the leader does this by ensuring that people trust that they will be supported when trying something new. If people do not trust in this support, creativity shuts down. An innovative environment encourages and rewards informed risk-taking, as well as cross-functional and cross-organisational collaboration and trust (Lin, 2007). Their leaders and managers steer rather than control, and invite information which critiques decisions and current methods.

But innovative environments do not task people only with being creative, as people’s confidence is maintained by also carrying out tasks successfully. Thus managers should task people with actions to enhance reflective activity. By building performance management systems which drive this, leaders directly influence idea generation and application, as well as ‘the creation and implementation of beneficial novelty’ (De Jong & Den Hartog, 2007). People become comfortable enough to let go of ’the five C’s’: consistency, comfort, competence, confidence and control when attempting creative or innovative activity (Seijts, Crossan, & Bilou, 2010).

**Case study example**

The approach to transforming the R&D business was a radical, emergent process to build a capability to meet market requirements and maximise innovation, while being values-driven and allowing appropriate self-determination regarding the use of people’s skills and ideas. The approach produced both excitement and anxiety as a
natural consequence of the group being able to make a large number of decisions throughout the process. There was further anxiety due to external pressure from the board for a twelve-month turnaround from loss to profit. The vice president was candid regarding the size of the challenge but established hope, faith and a shared, positive vision for a new entity. He remained supportive throughout the process, including allowing staff to challenge him when necessary, and resourcing activities as required. He supported ‘risky’ methods of rebuilding the business, such as the voting-in of managers and the design of a new organisational structure, as well as the introduction of new pay and bonus systems, values-based appraisal, level flattening, new seating plans and creative Fridays. Staff devised many of these changes, with a support process which consisted of myself advising or at times co-creating a solution, and the VP actively pushing and supporting the change process until people engaged with it and became comfortable.

**Capability to act and make decisions**

Such a capability requires clear permissions and agreement on responsibilities as well as accurate feedback mechanisms. An innovative organisation has an infrastructure that supports shared (appropriate) decision-making, is shaped by agreed outcomes and is able to be acted on. In practical terms, there are two main areas in which this enhanced connectivity is important for innovation and creative practice. One is the distribution of authority to make decisions and act to those who can make the best quality decisions. As this is often not the most senior person (at least not alone), both decision-making and the ability to act on those decisions should be appropriately and widely distributed.
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One of the issues the staff identified was the executive group’s lack of understanding in regard to the effect their decisions had on operational work and outcomes (especially marketing). No-one on the executive group was close enough to the actual work, and so, in order to gain insight, part of the new structure included placing the three new section managers physically in their operational groups as well as on the executive group. This enhanced strategic decision quality by creating an understanding of operational requirements.

An even more challenging part of the restructure process was the voting-in of the new managers by secret ballot. The vote was the major criterion (but not the only one) for success, and it was carried out after a rigorous process which ensured people knew what each role had to achieve, and took the vote seriously. Some of the managers were most uncomfortable with this process, and required support throughout it, but were not rescued from it. Confidentiality was maintained (with only one staff member attempting to derail the process as described above). Interestingly, the votes aligned well with success in the other criteria relevant to placement. Another interesting development concerned one of the managers who was voted in. Years before, he had been promoted too early and his inexperience caused issues, which resulted in him returning to his technical role. The VP was worried that this baggage would block the now mature and capable individual from a management role but the staff clearly thought he had matured sufficiently.

The other aspect of a capability to act is the feeling of empowerment and encouragement to play, experiment and fail. All of these activities ensure that creativity and subsequent innovation is maximised. The ‘slow hunch’ is often informed by multiple misses, and the most outlandish experiment or spectacular failure can produce the best learning. This means that educated risk-taking and multiple experiments (Heifetz, Grashow, & Linsky, 2009) are required by innovative
organisations with a culture of high risk, low blame and multiple small strategies to observe progress and recognise points of innovation.

Case study example

Blue sky research (where practical applications are not immediately apparent) had stopped in the R&D business and needed to be brought back to life. The VP allocated Friday afternoons for creative play (in the shape of the skunk works of Lockheed Martin in the 1960s), but little changed. Through conversation, I discovered that the previous boss had tied all innovative activity to direct production and profit outcomes. Therefore, giving people permission to play was now not enough to make them feel safe, as they were used to being measured and their output quantified. This was a revelation in regards to the perception of freedom to experiment, and accordingly, in order to make them more comfortable with such experimentation, the VP put a 'quota' on ideas that had to be of operational use (initially one in ten). This bounded output, and it was arranged for the managers to increase the number of acceptable attempts when a person got close to the maximum (i.e. one in ten became one in twenty, then one in thirty). In addition, reinforcing this perceptive change, activities were recognised and rewarded, such as identification of lessons learned during experiments, and rewarding a high number of new experiments. This also reframed the meaning of a tangible outcome.

We also widened the concept of creative play to incorporate groups from different disciplines, who would meet to play with ideas, discuss concepts and plan cross-functional and cross-disciplinary collaboration. After three months, people were no longer counting failures and had decoupled the need for results from concept creation. Within nine months, the business had developed the first new major technical innovation in three years.
Knowledge creation and dissemination

Knowledge dissemination differs in terms of processes and people. Knowledge capture entails the collection, transfer and integration of personal knowledge, often tacit in nature. To facilitate innovation, such knowledge and experience needs to be captured and retrieved in ways people are comfortable with. Dissemination methods must allow tacit knowledge to be informally explored and exchanged, often in face-to-face situations, mentoring and shadowing activities. Wilson (2002) talks of distinguishing between cognitive (experience of action) and technical (aesthetic experience) knowledge, and there are different ways in which these convert and are passed on. Data that can be coded should sit in databases with functionality that the staff have designed in order to get the data they need in the format and timeframe they need it.

Case study example

Data

Instead of the generic, often clumsy corporate knowledge system, the R&D organisation built systems that captured and defrayed various types of information rapidly and widely. The organisation targeted learning and cross-functional collaboration, and the group designed a multi-level information database to capture and show everyone’s skill level, expertise (self-rated) and experience. This was quickly used for mentoring, project group design and knowledge transfer, as people had permission to choose mentors and put together project teams. It remained current as it was updated by individuals rather than a formal administrative HR process, but primarily because it was useful.

Practices that push and pull tacit knowledge

The R&D group had to find a way to reward externalisation of specialist tacit knowledge and experience, as this was not easy to capture and had
to be passed on in other ways. A number of measures were implemented including a peer reviewed prize for novel ideas and innovative work; information forums including monthly soapbox talks to present an area of knowledge to all interested R&D staff; public and electronic information packages from anyone going to conferences; and star team presentations and 'skunk work' discussions to ensure that information and learning circulated regularly.

Improving descriptive communication skills (Toastmasters)

As information flow is both pushed and pulled out, the R&D staff identified the lack of capability to communicate ideas as an issue, and chose three ways to improve this. First, they were all trained in Edward de Bono’s '6 hats' method for structuring decision-making discussions and meetings so that they were not sidetracked by strong individuals. Secondly, they underwent a 'Toastmasters' program, so that each person could articulate quickly and accurately all aspects of their ideas. All staff grew in capability to push their ideas out, especially formerly reticent (but brilliant) scientists. Thirdly, at executive level there was an annual review of the formation of any gates or blockages to information-cascade down through the organisation — this included talking to people face to face rather than surveys.

Opening up qualitative analysis

Creative environments have decision-making processes that open up inquiry and analysis rather than pushing for closure. This allows the slow hunch to accumulate over time, and it assists in the uncovering or putting forward of disconfirming information to check the veracity of decisions or progress.

The difference between qualitative analysis and data interpretation should be acknowledged — often the latter is driven by simple or limited evaluation criteria and the need to meet short timeframes, which are a fact of life in business. Analysis,
as opposed to data interpretation, entails creative thought, and as such people need to have the time, space and opportunity to undertake it through both structured and unstructured methods. Again, here is where heterogeneity of ideas, backgrounds and skills is valuable, with venues and processes that openly encourage the analytical flow. Interestingly, the overall time taken not only to produce but to implement a workable outcome is often shorter using qualitative analysis. This is because, though the initial process may take longer, it includes issues being more accurately identified and both multiple alternatives and contingencies being designed, whereas short-term thinking around activities and data interpretation often results in time lost due to failure or rework.

---

**Case study example**

The group identified two previously missing elements which would allow for qualitative analysis. The first was to have informal spaces available with tools for sharing ideas and information, which the group then designed to suit their needs. Some of the tools were deliberately not high-tech, so along with LED screens there were whiteboards, sheets of butcher paper and physical models which could be manipulated.

The group also identified a gap in the capability for analysis and brainstorming of ideas in meetings. Instead the meetings were skewed towards decision-making, and this tended to support the process of closure. After some trial and error, instead of trying to encompass relevant analysis in normal task-driven operational meetings, another type of meeting which was non-task was set up for the group to get together and muse over, discuss and analyse all aspects of a business issue and a deliverable or successful outcome. This meeting format grew in popularity and became an essential part of supporting innovative practice. It also shortened subsequent operational meetings and made them more effective.
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Knowledge gatekeepers

Well-constructed systems can have a minimal effect on creativity and innovation if people do not proactively act as transfer-points for knowledge, ideas and information. Rogers (2003) has documented that knowledge flows along interpersonal channels, and that it is opinion leaders who often persuade people to adopt new ideas, acting as focal points in radial networks which are important for innovation. Such opinion leaders act as gateways by providing meaning through increasing understanding around the intent of learning activities, thus giving people context and reinforcing shared goals and alignment. An important point about such knowledge gatekeepers is that they are trusted, which involves personal interaction at some point.

Case study example

The star team members acted as knowledge gatekeepers in various ways. They could sit in on a project team discussion when their speciality was relevant to planning or execution. They could explain the options, possibilities and consequences of technologies and techniques, improving decisions and preventing issues formerly prevalent in project planning. This was the 'short' version of education regarding the star team's technical speciality.

If a greater level of knowledge was required, a star team would be made up of one or two subject-matter experts, as well as a member of each team who would use the process or technology in their project or role. The team members were not expected to become experts, but gained robust knowledge of the impact and requirements of the process/technology. They took that knowledge back into their project teams once they were skilled enough to return.

Lastly, both star team members and other experts from within the projects gave soapbox presentations regularly to the whole staff group in order to raise general knowledge levels. These were very well-
attended, and were held in a large area adjacent to the canteen, so that 
people ate, socialised and discussed together following the presentation.

Communication systems that allow the curious to override formal silos

Much of the work on information and communication flow in innovative 
organisations centres around information moving through human systems along 
relationships rather than through formal channels (Wheatley, 2006) — the grapevine 
is an ideal example. A human brain is a good analogy for efficient communication 
and information flow, where each new piece of information cascades across the whole 
brain and is taken up and stored where it is relevant. If the brain (or the human) 
had to stop and decide where each new piece went, we would no longer be able to 
function. Organisations similarly freeze up when they spend too long trying to direct, 
edit or restrict information and communication flow. Wheatley describes the use of 
managers in this way as 'information chastity belts'. Instead, creative organisations 
tend to have a high level of unstructured communication, which is modelled 
informally but consistently at all levels.

Case study example

Tools of communication included the soapbox sessions and star 
teams noted above, as well as unstructured meetings and regular 
cross-collaborative activity. A useful tool for idea sharing in a research 
environment (or any creative environment) allowed for an individual 
with a new idea to enter it into a shared electronic online log which date-
stamped the entry and allocated the idea to them. Thus the incentive 
became to share concepts and innovative ideas, rather than to protect 
them.
Management communication was openly unstructured at all levels for many types of information. The VP considered that managers and staff could develop judgments regarding who needed to know what, and ensure outcomes. He modelled the expectation that people would not have regular meetings if they could talk as and when required, and where possible this was done face to face instead of emailing, which often saved time and increased both the efficiency and creativity of the outcome. The philosophy was for managers and influencers to 'lean in doorways' and chat rather than lock themselves away in offices trying to decide what was best. A new acceptance of innovative thinking and trying things was consistently reinforced at all levels, largely through encouraging a culture of constant small discussions supported by online information gathering and feedback capability. Topics and nascent ideas were then discussed in larger forums.

Formal information and communication included monthly updates by the VP on progress. Every three months there were traffic-light briefings on both new and existing issues and risks, and the sharing of strategic-level forward plans. These reports and plans remained on the intranet at all times.

*Processes for reflection: 'I am here'*

As discussed above, reflection is critical for creativity. It allows incubation of ideas and intuitive combinations of information to form because the brain is in the ideal state for new neural connections to occur (Boyatzis, 2008). Reflection allows for surfacing of ideas, and dissonant information can be incorporated by 'pattern breaking' of neural networks, leading to new options and approaches. Reflection is not just something done in a solitary state (though when engaged in such divergent thought people often do so alone). As stated above, it is also important to have periods of concentrating on something other than the task or problem, as this allows neural connections to be
made in the background (referred to as incubation), which assists in the formation of new neural networks. This is further enhanced by play and experimentation, especially if it entails crossing organisational or technical borders and if it stimulates ideas and networked ways of seeing things. Novel outcomes are created through allowing the layering needed to form the slow hunches which are built over longer periods, and it is critical to have organisational support for such individual and group reflection on past ideas (Johnson, 2010). This includes areas for such types of activity to occur, often in an informal manner, as such spontaneity is as important as the structured and phased aspects of laboratory work.

As alluded to above, having too much time for creative and reflective activity is also not conducive to innovation, as there needs to be a balance between the freedom to creatively reflect and the requirement for effective completion of tasks, which lends the confidence that is gained through pragmatic action (De Jong & Den Hartog, 2007). An interesting tool showing this is Cowan and Darsoe’s (2008) graphing of the 'integral structure of wisdom', many aspects of which are very similar to creativity. This contains a horizontal, linear, time-based axis denoting speed and pragmatic competition, with quantified, sequential goal achievement and role definition. The vertical axis depicts depth, stillness and richness, emphasising the intangibles and hidden connections that surround and inform a situation, and denoting increasingly inclusive levels of enquiry through intuition and questioning, leading to what Cowan and Darsoe (2008) term the 'transcendence of dualities'. (This parallels various features of creativity building in the case study in this chapter).

**Case study example**

In addition to the group reflective activities and processes outlined so far, the R&D staff designed small and large break-out areas. Some were easy to get to and within line of site for communal and cross-border play, while others were tucked away out of sight and human traffic flow for private reflection. There were various combinations of (moveable) seats placed around the grounds and couches placed near the rear patio doors.
for informal discussion, or a bit of peace and quiet. Some members of
staff took a while to be comfortable with relaxing away from their desk,
but within three to six months this was no longer a problem.

Summary of key findings from the case study

This section groups the key findings under the headings of space, time, diversity and
interconnectedness to illustrate the themes and to ensure a coherent picture.

The theme of space

- The minimal structure appeared to directly increase the level of creative
  and innovative activity. The ability to move between and across flexible
  boundaries (hotwiring) was an enabler, as were the minimal (but clear)
  rules designed by staff around how movement could occur. Thus self-
  organisation was not impeded.

- The differentiation in physical layout of the workplace allowed for
  individuals and groups to choose the appropriate venues or spaces as
  required, greatly enhancing their ability to achieve operational outcomes.

- The organising of physical spaces and flow also proved critical to increasing
  creative activity and innovation. They included spaces for large group
  interaction, small group cocooning, individual and group reflection areas
  which were either private or 'interruptible', and a flow that maximised
  frequent unplanned encounters by way of corridor placement and team
  group layouts.

- There were informal areas which were attractive to spend time in, and
  were equipped with items such as whiteboard walls, which allowed people
to share ideas and others to see what was being discussed. Such informal
spaces proved to be where the best ideas emanated from. (They also had
good coffee!) Staff enjoyed sitting outside to discuss ideas, or walking
together, the dynamic resonance of which increases novel ideas and
Integrating Innovation

aids memory by stimulating the motor neuron system and producing chemicals which assist in ideation (Kerr, 2013).

The theme of time

- When people’s time was allocated across activities which contained both outcome-based tasks along with creative play and reflection time, the resulting innovative outcomes increased (thus empirically backing up De Jong and Den Hartog’s work on innovation and task balance).

- Creative play and reflection had to be facilitated formally, and over a period of time, in order for people to perceive it as permissible to engage in such activity, as it had previously been blocked or reframed by tying it to strict outcomes. The implementation of initial quantitative boundaries made staff feel safe, and could then be removed over time as different feedback mechanisms came into play to reward such activity.

- The traction pattern of time in regard to the progress of successful change followed an exponential rather than linear time-path. In practical terms there was a prolonged time of acceptance of the need for change and assimilation of new outcomes, but once such commitment was made by people, progress was then rapid.

- The VP also had to understand the non-linear nature of time in change. He became uncomfortable near the end of the structural redesign phase (around five months), when a ‘storming’ process appeared ready to halt progress. The exponential nature of traction was stressed to him and he was convinced not to react to the volatile nature of this part of the process, but to allow staff an agreed period of a week to work through the process. Within that week, the working groups produced three edited structures and one was unanimously voted in. Activity then increased markedly and adoption of the process took off.

The theme of diversity

- A key part of the successful change to innovative practice was the high level of staff inclusion in the re-engineering process. Staff were encouraged and enabled to debate and define clear outcome requirements
and non-negotiables, which then acted as shared boundaries with which staff designed their structure. This meant they were fully invested in the outcome.

- The processes which allowed for both formal and informal discussion and cross-pollination of ideas and activities across diverse parts of the organisation facilitated a sharp increase in all forms of creative experimentation and innovative activity.
- The redesign of data and knowledge capture to suit the heterogeneous requirements of both formal and informal interaction and knowledge was another strong enabler in terms of allowing innovative experiments and projects to occur, as well as tacit knowledge to be distributed widely.
- The wider distribution of permission to make decisions and to act allowed a more diverse mix of people to take action, collaborate and learn, markedly increasing the amount of novel ideas and outcomes over a few months. The appropriate distribution of decision-making fostered bounded autonomy (within clear goals and purpose), and led to the staff’s clarification of what success looked like across diverse outcomes, and where responsibility sat.
- 'Knowledge gatekeeper' was not a formal role. In previous change processes there had been 'change champions', but these roles had not worked, due to their imposed status (as is predominantly the case). Instead, the knowledge gatekeepers included a diverse group of people with different skills and roles, but with the critical personal capability to convince others to try new things or understand why changes were happening. Thus staff saw gatekeepers as credible, effective and valuable, and made use of them.

The theme of interconnectivity

- With regard to operational rules, the capacity for creative thinking and innovative behaviour was still latent within the R&D group but had been blocked by simplistic, linear rules from senior corporate decision makers linking innovative activity to producing direct profit. Such tight rules had a multiplicity of effects, many of which were hard to illustrate as simple cause and effect because of the complex nature of their interaction.
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Over time, however, changes made to activities including risk, timeframe setting, play and collaboration saw creativity and innovation climb, and the result was a new technical breakthrough within nine months.

• Regarding information flow and reach, we adopted a 'brain cascade' analogy. As explained above, this means information and data is not sequestered and controlled as it enters the system but instead flows widely, and is held in easily accessed formats to be taken up by interested parties as required. This means that effort is spent less on shaping rules, procedures and blockages, and more on agreeing on the process of central capture and storage in order to minimise blocks and maximise access. Curiosity across silos was both enhanced and rewarded by ensuring full transparency of people’s skills and experience through the shared database. An expectation was created that this database should be used for such activities as increasing the growth of both formal and tacit skills, locating mentors and putting together project teams. People ensured that their information was both current and comprehensive, as it had direct, practical outcomes.

Collaboration as an organisational meta-capability

• The higher level of collaboration meant that taking responsibility became easier, and so taking responsibility subsequently increased. Such collaboration also appeared to raise the level of social maturation in the group, and both of these things supported innovative activity.

• The importance of collaboration as a meta-capability was borne out within a year with the successful technical breakthrough and the highly functioning organisation. Its value was also proven when at a later stage the overseas arm of this global joint venture subsequently restructured and took over the now successful R&D business. They sent a new GM over to Australia, whereupon the strongly autocratic individual undid many of the changes outlined in this chapter and replaced it with what he saw as a clean, efficient hierarchical structure, which was driven by tight, linear rules and non-collaborative procedures. This resulted in nearly half of the staff (including nearly 70 per cent of the managers) leaving. When I asked these individuals, upon following up with the organisation one year later,
Integrating Innovation

why they left, a major theme was that they 'could not go backwards', but have taken their lessons with them into various organisations. It is also worth noting that the venture failed within two years.

In addition to the themes above, a consistent thread was leadership and trust

- A clear enabler of the emergent process towards innovative capacity was a leader who demonstrated complex thinking, including a high tolerance for ambiguity and risk-taking, along with a clear sense of purpose and shared values.
- The leader engendered trust in the people undergoing the change, both initially and throughout the process. He was able to paint a picture of potential success, and maintained the characteristics of listening, honesty, passion and candid, pragmatic optimism.
- Staff also felt trust in me as an experienced facilitator skilled in building innovative businesses, and in the co-creative process which facilitated the building of ideas and outcomes rather than imposing them.
- Trust between myself and the VP was also critical, especially during two phases of the process: the slow initial period which entails the lessening of resistance and assimilation of a new way of being, and in the storming phase. Both of these times tempted the VP to tighten control, but his faith in the process and his ability to deal with ambiguity allowed him to let the system settle.

Conclusion

The empirical evidence aligns with much of the literature around managing organisations as complex adaptive human systems, particularly around maximising the potential for creativity and innovation. This is said to occur most effectively when the organisation (system) is in a 'disequilibrium state', as there is a maximisation of knowledge generation, innovative ideas and novelty through learning (Mitleton-Kelly, 2003; Gupta & Anish, 2011).

A high level of commitment was gained from employing a guided self-organisation process which included all staff, bounded by non-negotiables and a clear, shared purpose. The rules put in place to maintain direction were minimal
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and wherever possible did not impede interconnectivity between people, ideas, movement, communication or knowledge. Such simple rules enabled creativity (Brown & Eisenhardt, 1998) and, along with distributed decision-making capacity, reflected Handy’s (1992) concept of ‘subsidiarity’1 in allowing people to be effective.

The distribution of authority to decide and act also appeared to increase creativity and innovation, as it allowed the exercise of judgement, a process which is critical in order for learning to take place, yet which usually resides with power and authority (Handy calls this 'robbing people of their opportunity to learn'). The ability to exercise judgement also is thought to increase problem-solving capability and maximise the potential for raising cognitive complexity (Kira & van Eijnatten, 2008) and creative capacity due to increasing cognitive scripts. This appeared to occur.

Case study results suggested that, regarding innovation management, the VP and managers directly influenced both idea generation and application by exhibiting behaviours which combined daily management behaviour with deliberate actions that stimulated innovation (Bueno, Anton, & Salmador, 2008). Other forms of management behaviour conducive to creativity included consultation; autonomy tempered with support for initiatives; ‘tending’ and mentoring appropriately; and building a safe yet high-risk environment. Deliberate actions included the framing of what was meant by innovation; creating possibilities for idea generation; practising open and transparent communication of ideas (‘cascade’); and facilitating avenues for knowledge sharing, diffusion and creation.

During the process it was fundamental that the focus was maintained on building an enabling structure and accompanying practices which supported outcome achievement along with maximising innovative activity and creative experimentation. A shared understanding of these concepts framed activities, and the pragmatic optimism of high expectations helped to maintain momentum both during the change journey and in the new way of working.

The maturation of the group appeared to be aided by being supported through the change process but not rescued from it (Heifetz, Grashow, & Linsky, 2009). This was true even when people did not wish to take on responsibility for some of the more difficult aspects, such as the placement of individuals in the new structure, or being voted in as a manager. A trusted facilitator aided the process, strongly aided by being

---

1 ‘Subsidiarity’ is an organising principle which states that a matter ought to be handled by the smallest, lowest, or least centralised authority capable of addressing that matter effectively.
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embedded within the organisation. This resulted in a high level of knowledge around organisational dynamics and outcome requirements, and the ability to embed and localise co-creation and shape relevant change techniques to suit the level of readiness of the group whilst maintaining constant pressure for them to move forward. The result was a guided process of shaping, building and running an innovative business. (Interestingly, this process has been successfully repeated in other types and sizes of organisation. For more examples, see Kerr, 2012a.)

Implications for future research

Limitations of the present research’s abductive method centre on the lack of possible quantification and control in regard to the potential mediation effect of other variables, some of which are unknowable in a complex field setting. This, however, should not stop robustly constructed abductive field studies from being carried out, as qualitative data is often all that is available in the early stages of research into new areas such as the construction of operational capacity for creativity and innovation.

There are many potential areas of future research suggested by this case study in regard to operationalising innovation and hotwiring for creativity.

With regard to the themes this chapter presents, research could investigate whether one factor is more important than another in specific circumstances. For instance, is it more important to have adequate time built in across the process of becoming creative and innovative than it is to ensure spatial features which increase creative capacity, or do space and time interact in some form of facilitative pattern as the process unfolds? Does the pattern change depending on the circumstances?

Alternatively, is the key a high level of diversity around such things as organisational make-up, skill type, problem solving, play or decision-making?

With their high level of interconnection, does variance in any of the themes (of time, space, diversity) influence organisational design, and how? Or is it the other way around: does a high level of variance in business sector or operational outcome requirements influence the themes’ interconnections — i.e. does operationalising innovation in a ‘Google’ environment affect connectivity compared to a manufacturing assembly line, and how?

Does the relative importance of any of the themes to each other change over time in an increasingly innovative organisation?
With regard to leadership style, though it appears to have a strong impact on the operationalisation of innovation, how creative and innovative can an organisation become despite its leadership? If this is possible, to what extent is it possible, and what are the drivers and enablers?

How important is the role of skilled facilitation, and what is the effect of this emanating from within or outside the original organisation? Is it only important at the start of the process? Are adequate support and allocation of authority the most important factors for the facilitator? Relatedly, how does the effectiveness or damage of ill-equipped or standardised external facilitation compare to in-house facilitation alone in terms of operationalising innovation?

Such future research will contribute valuable insight into the important area of growing creative capacity and the ability to innovate — both vital capabilities in an increasingly complex and unknowable future.
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Introduction

Nonprofit social enterprises innovate their business models; however, little is known regarding why they do this, nor what capabilities they need to innovate their revenue-generating activities. In this qualitative exploratory research, we examined five nonprofit social enterprises in South Australia, and found that these organisations consciously innovate their business models for two key reasons: to remain financially viable, and to expand the delivery of important services to the community. In addition, we identified six capabilities that enable nonprofit social enterprises to support their business model innovation.

The nonprofit sector makes a significant contribution to the Australian economy, and performs functions that government and the private sector are either unwilling or unable to provide (Australian Government, 2010; Salamon, 1993). Recognised as an outcome of social entrepreneurship (Mair & Marti, 2006), social enterprises are part of the nonprofit sector, and adopt business models (Austin, Stevenson, & Wei-Skillern, 2006; di Domenico, Haugh, & Tracey, 2010; Zahra, Gedajlovic, Neubaum, & Shulman, 2009).
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Innovation in social entrepreneurship is enacted with the aim of fulfilling a primary social mission to create social value (Weerawardena & Mort, 2006), and also to remain competitive (Weerawardena & Mort, 2012). In response to the growing emergence of social enterprises globally, and the positive social impact these organisations deliver, there are increasing calls for empirical research to investigate the 'business models' of social enterprises (Certo & Miller, 2008; Yunus, Moingeon, & Lehmann-Ortega, 2010; Zahra et al., 2009).

Although the relevance of business models for nonprofit social enterprises has been established (Bagnoli & Megali, 2011; Weerawardena & Mort, 2012), and a business model framework for social business has been proposed (Yunus et al., 2010), the mechanisms employed by such enterprises to innovate their business models have not been clarified. This gap in the literature makes it difficult to ascertain which skills or capabilities nonprofit social enterprises must acquire in order to develop and innovate their business models, and to provide guidance to nascent nonprofit social enterprises to increase their chance of organisational survival.

This exploratory qualitative investigation of five nonprofit social enterprises in South Australia seeks firstly to discover why they innovate their business models, and secondly to identify the specific innovation capabilities that enable them to innovate their business models. We identify two key reasons for business model innovation in this chapter, namely that the adoption of business models helps these social enterprises to achieve financial sustainability, and to generate funds to expand the provision of important services. We also identify six capabilities required to support business model innovation in social enterprises: a clear understanding of the organisation’s social mission, access to specialised knowledge, access to external expertise, ability to respond to needs of clients and/or beneficiaries, access to alliances and partnerships, and ability to experiment with pilot programs.

This chapter is structured as follows. First, we outline the theoretical background underpinning nonprofit social enterprises, business models, and business model innovation. Next, we present the research questions, explain the data collection process and analysis method, and provide a description of participant organisations. We then present findings from the empirical fieldwork along with verbatim extracts, and we summarise these in the discussion section. The chapter concludes with recommendations for future research and with final remarks.
Theoretical background

Nonprofit organisations and nonprofit social enterprises

Nonprofit organisations (NPOs) exist to address public needs through the delivery of services or programs that would otherwise be unavailable to those in need (Morris, Webb, & Franklin, 2011). NPOs are defined by two key characteristics: promotion of a social value, and prohibition of profit distribution to shareholders (Considine, 2003). These organisations are predominately created as an outcome of social entrepreneurship activities (Weerawardena & Mort, 2006), and arise when an individual or a group focuses on creating social value to alleviate or remedy social problems (Peredo & McLean, 2006). Caroline Chisholm’s activities, which earned her the title of the 'emigrant’s friend' (Bogle, 1993), are an early example of social entrepreneurship in Australia. There are over 600 000 nonprofit organisations in Australia, employing over 890 000 people, and accounting for 4.1 per cent of GDP. It is considered that 59 000 of these NPOs are financially significant, and it is estimated that approximately half of the sector’s income is self-generated, excluding contracted government services (Australian Government, 2010). These organisations include co-operatives, associations, clubs, charities, trusts, volunteer and grassroots organisations, as well as social enterprises (Lyons, 2001). Although the emphasis on revenue generation is not as prominent as in the for-profit sector, NPOs are still required to be financially viable so that they may continue to operate (Young, Jung, & Aranson, 2010).

Due to reduced access to appropriate and reliable sources of funding, NPOs are becoming increasingly entrepreneurial (Weerawardena, McDonald, & Mort, 2010). Entrepreneurial behaviour requires being innovative, proactive and prepared to take risks (Miller, 1983). This behaviour in nonprofit social enterprises is driven by three key reasons (Dees, 1998):

1. the requirement to be financially viable and grow new revenue streams
2. the need to respond to growing numbers of beneficiaries who require support
3. the desire to address new opportunities for social value creation.

As a result, social entrepreneurship 'encompasses the activities and processes undertaken to discover, define, and exploit opportunities in order to enhance social wealth by creating new ventures or managing existing organisations in an innovative
manner’, and these activities and processes include ‘adopting business models’ in order to sustain creative solutions to social problems that are commonly large-scale and difficult to address (Zahra et al., 2009, p. 519).

This research focuses on nonprofit social enterprises as organisations that undertake activities to firstly create social value and secondly generate revenue through the provision of goods and services. The key difference between social enterprises and traditional NPOs is that social enterprises actively engage in trading activities (Lyon & Sepulveda, 2009). These trading activities are a core component of these organisations as they reduce dependence on external funding sources such as government grants, donations and bequests, which may be unreliable and may not continue into the future (Shaw & Carter, 2007). As social enterprises typically provide unique services and products to a specific group of beneficiaries, there would be a significant negative effect should the social enterprise be unable to continue its operations (Weerawardena & Mort, 2012).

**Business model and business model innovation**

The term ‘business model’ gained prominence with the internet boom, with one of the first references made in the context of electronic commerce (Timmers, 1998). Despite growing consensus that the term ‘business model’ describes how an organisation creates and captures value (Teece, 2010) and develops sustainable competitive advantage (Morris, Schindehutte, & Allen, 2005), a clear unifying definition is lacking (George & Bock, 2011). The business model construct has been examined in the e-commerce, innovation and strategy domains (Zott, Amit, & Massa, 2011), and the lack of a consistent definition is partly due to the multivalent nature of the construct (Baden-Fuller, Demil, Lecocq, & MacMillan, 2010). For example, George and Bock (2011) define the business model as ‘the design of organizational structures to enact a commercial opportunity’ (p. 99), while according to Stewart and Zhao (2000), the business model ‘is a statement of how a firm will make money and sustain its profit stream over time’ (p. 290). In addition, although various approaches have been made to operationalise the business model (Fritscher & Pigneur, 2010), this area of academic inquiry remains fragmented. In this study we replace the term ‘firm’ with ‘organisation’; however the meaning does not change when applied to social enterprises.
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The social enterprise and social entrepreneurship literatures both implicitly and explicitly link the business model construct to the organisation’s ability to be financially sustainable, which depends on the organisation’s revenue-generating activities (Darby & Jenkins, 2006; Liu & Ko, 2012; Wilson & Post, 2013; Zahra et al., 2009). Although it is generally accepted that social enterprises have business models in place (Bagnoli & Megali, 2011; Short, Moss, & Lumpkin, 2009), the factors that influence social enterprise business model innovation remain unclear and require further investigation (Certo & Miller, 2008; Yunus et al., 2010). Ongoing financial sustainability that allows these organisations to serve beneficiaries now and in the future is critical (Weerawardena & Mort, 2012), so understanding how nonprofit social enterprise business models can be innovated is valuable.

The literature makes it clear that it is not enough for an organisation to have a business model; it is argued that the business model cannot remain static or unchanged, but needs to be the subject of innovation. This is because it is proposed that business model innovation is 'the only way to escape cut-throat competition and sustain competitive advantage' (Matthyssens, Vandenbempt, & Berghman, 2006, p. 752). Further, business model innovation is considered to be among 'the most sustainable forms of innovation' (Sosna, Trevinyo-Rodríguez, & Velamuri, 2010, p. 384), and is seen as offering business an 'alternative or complement to product or process innovation' (Amit & Zott, 2012, p. 41). Matzler, Bailom, von den Eichen, & Kohler (2013) confirmed the importance of business model innovation by citing IBM’s 2009 CEO survey, observing that nearly 100 per cent of CEOs were actively seeking to change their business through business model innovation — an increase from 37 per cent in the IBM 2006 CEO survey (Pohle & Chapman, 2006).

In other studies, businesses that have been considered to be successful in the business model innovation process have been identified as having 'an orientation towards experimenting … a balanced use of resources' and a 'coherence between leadership, culture and employee commitment' (Achtenhagen, Melin, & Naldi, 2013, p. 427). Successful business model innovation has been found to bring together 'positioning', 'product and service logic', 'value creation logic', 'marketing and sales logic', and 'profit formula' in a fashion that delivers a sustainable and differentiated position in the market (Matzler et al., 2013, p. 33). It is argued that failure to adopt all of these individual aspects in the process of business model innovation will see the organisation either fail to create and/or capture increased value (Teece, 2010).
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Although gaining sustainable competitive advantage may be less prominent for social enterprises, it is critical for these enterprises to ensure ongoing financial sustainability to serve beneficiaries in the future (Oftedal, 2013; Weerawardena & Mort, 2012). This suggests that, in a changing business environment, social enterprises should innovate their business model to ensure they can meet their goals. Business model innovation is here operationalised as 'the ongoing management process of developing and introducing improvements and replacements' (Mitchell & Coles, 2004, p. 41). This management process comes in the form of new ‘product and service offerings to customers and end users that were not previously available’ through ‘the combination of "who", "what", "when", "where", "why", "how", and "how much" an organisation uses to provide its goods and services’ (Mitchell & Coles, 2004, p. 17).

While there has been growing attention given to business model innovation, its theoretical paradigm is unclear (Schneider & Spieth, 2013). This has led to the development of a number of different theoretical perspectives regarding business model innovation, namely the resource-based view of the firm, the dynamic capabilities view of the firm, or the strategic entrepreneurship view (Schneider & Spieth, 2013). In practice, these different perspectives have led to a variety of proposed methods for business model innovation, such as:

- the use of visual tools to encourage creativity and collaboration (Eppler, Hoffmann, & Bresciani, 2011)
- the implementation of a four-stage initiation, ideation, integration and implementation process (Frankenberger, Weiblen, Csik, & Gassmann, 2013)
- designing the organisational structure and workflow (Osterwalder, 2004)
- focusing on alignment with financial, environmental and societal goals (Carayannis, Sindakis, & Walter, 2014)
- the implementation of a 'virtuous Corporate Social Responsibility cycle' (Oftedal, 2013, p. 272) comprising the articulation of the customer value proposition, analysis of the target market segment, the organisation value chain and the organisation’s position in the value network, and the formulation of the competitive strategy.

In summary, discussion of business model innovation in social enterprises has received only limited attention, and this may be on account of the different conceptualisations
and theoretical approaches in the literature. In particular, the enterprise factors or capabilities that influence social enterprise business model innovation remain unclear and require further investigation (Certo & Miller, 2008; Yunus et al., 2010).

In this exploratory qualitative research, we seek to investigate firstly why nonprofit social enterprises need to engage in innovating in their revenue-generating activities, and secondly to explore the capabilities that are required by these enterprises in order to innovate their business models. The research questions we addressed in this study, therefore, are:

1. Why do nonprofit social enterprises innovate their business models?
2. What capabilities do social enterprises require to support innovation in their business models?

Research method

In this chapter, we explore the characteristics of business model innovation undertaken by five South Australian social enterprises. We used a qualitative case study approach, as this is appropriate for investigating an under-explored and complex phenomenon within a specific context (Eisenhardt, 1989; Yin, 1996). Prior case study research in the social entrepreneurship domain indicates the value of this approach to investigate and explain phenomena influencing social enterprises (Haugh, 2007; Kistruck & Beamish, 2010; Weerawardena & Mort, 2006). We undertook purposive sampling to capture a range of industries in which social enterprises operate.

Data collection

We used an Australian database of social enterprises as the sampling frame in this exploratory study, namely the 'Finding Australia's Social Enterprise Sector', or FASES (Barraket, Collyer, O'Connor, & Anderson, 2010). This database of 4900 organisations that consider themselves to be social enterprises was developed by Social Traders, an NPO in Victoria that encourages the establishment of commercially viable social enterprises in Australia, in partnership with the Australian Centre for Philanthropy and Non-Profit Studies, Queensland University of Technology.

For this study, we selected five relatively large social enterprises based in South Australia, based on the following criteria, which are consistent with prior research into nonprofit social enterprises (Chalmers & Balan-Vnuk, 2012):
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1. the explicit statement of a social objective or mission (di Domenico et al., 2010)
2. not operating as a government department (Haugh, 2005)
3. prohibition of profit distribution to shareholders (Considine, 2003)
4. explicit reference to specific revenue-generating activities that involved the sale of goods and/or services to individual paying customers (Lyon & Sepulveda, 2009), either on the website or in the official organisation reports.

Once we had identified organisations based in South Australia, we reviewed the website and publicly available documentation of each organisation to ascertain suitability for this research. If the organisation met the selection criteria, we contacted the Chief Executive Officer by email and invited them to participate. The sample we present in this research is a sub-set of a larger study of sixty-five social enterprises. For this research, we selected five social enterprises based in South Australia from the larger study to represent different areas of national nonprofit social enterprise activity, as presented in Table 7.1.

Data analysis

We conducted in-depth interviews with the Chief Executive Officer of four organisations (Cases A, B, C and D), and the Chief Financial Officer of Case E (all referred to as CEOs from this point). We selected these executives as the key informants due to their seniority and ability to provide an overall perspective of the activities of the organisation (Snow & Hrebiniak, 1980; Zahra & Covin, 1993). In addition, we examined the website of each nonprofit social enterprise, along with available annual reports, to identify the social mission and trading activities. As the focus of the interview was on the activities undertaken by the organisation, and did not require the CEO’s personal experiences and motivations, it is the organisation that is the unit of analysis in this study (Blee & Taylor, 2002).

We asked the CEOs to describe the revenue-generating activities undertaken by their organisation, and explain why these specific activities were selected. We then asked them to give an example of a recent innovation that generated revenue for the organisation, and to describe what was required to implement this innovation. Interviews were audio-recorded and transcribed verbatim for analysis using
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<table>
<thead>
<tr>
<th>Case</th>
<th>FTE(1)</th>
<th>Purpose</th>
<th>Trading activities</th>
</tr>
</thead>
</table>
| A    | 89     | Animal welfare and protection | 1) Physical and online retail outlets selling pet accessories  
|      |        |                       | 2) Pet cremations                                                                  |
|      |        |                       | 3) Pet adoption and training                                                        |
|      |        |                       | 4) Lotteries                                                                        |
| B    | 62     | Recycling and sustainability | 1) Resource Recovery Centres: sales of goods (e.g. in store, on eBay, to recycling centres)  
|      |        |                       | 2) Business divisions that employ people with a disability; these included car cleaning services, lawn and garden service, document destruction, firewood sales |
| C    | 12     | Environmental education | 1) Waste audit programs and education                                                |
|      |        |                       | 2) Environmental consultancy                                                       |
|      |        |                       | 3) Retail sales of environmental products                                           |
| D    | 110    | Disability services   | 1) Low vision clinics                                                               |
|      |        |                       | 2) Commercial factory (assembly, packaging) that employs people with a disability   |
|      |        |                       | 3) Retail sales of products for beneficiaries                                       |
|      |        |                       | 4) Property rental income                                                           |
| E    | 65     | Education             | 1) School fees from domestic students                                               |
|      |        |                       | 2) School fees from international students                                           |
|      |        |                       | 3) Fees from teaching English to students and adults                                |
|      |        |                       | 4) Study tours for international students                                           |
|      |        |                       | 5) Classroom hire outside school hours                                              |
|      |        |                       | 6) Fees to allow staff of external firms to use gym facilities outside school hours |

(1) Full-time equivalent employees

Table 7.1: Social enterprises participating in this study.
Source: Courtesy of the authors.
NVivo software (QSR International Pty Ltd, 2010). The researchers reviewed the interview transcripts and coded the responses to the open-ended questions into relevant categories (nodes). We then compared the themes that were identified and consolidated the findings. This cross-case analysis was conducted to identify insights not readily available from existing theory and empirical research, and to propose a contextual generalisability (Johns, 2006), applicable to other nonprofit social enterprises in Australia.

Findings

We present the findings in two sections. The first addresses why social enterprises innovate their business models, and the second provides an illustration of the capabilities that social enterprises require in order to innovate their business models. We include verbatim comments from interviews to emphasise the capability requirements identified in this exploratory study.

Research Question 1: Why do nonprofit social enterprises innovate their business models?

We asked CEOs to give details about innovation in their revenue-generating activities, and explain why these were undertaken. Two key reasons emerged. The first was the need to ensure the financial sustainability of the organisation itself so that it could continue to operate, even in the absence of other funding sources. The second was the need to generate surpluses to expand the delivery of services provided to beneficiaries. The distinction between these two reasons is the difference between general survival of the organisation, and the generation of funds for the specific goal of delivering critical services.

1.1 To ensure enterprise sustainability

The CEOs of the five social enterprises in this study emphasised the importance of generating income in order to keep the enterprise operating. Without adequate funds, the organisations would cease to exist, leaving a gap in services important to the community. Four of the CEOs indicated that they were recruited to improve the financial health of their organisations, as the previous CEO and/or senior management team were not equipped or qualified to address these critical issues.
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The board here were looking for somebody with a commercial background, rather than a not-for-profit background, because at the time the organisation was struggling financially, so they needed somebody to actually really have a look at the business and sort of bring it into, I guess, the modern era, as such. (A)

I think not-for-profits at some level need to have somebody with commercial acumen, because in the end it’s about paying our bills. If we can’t pay our bills, we can’t deliver the core business. (A)

The CEO of Case A had been in the position for eight years, and spent the first twelve months in the role restructuring the organisation, from the IT system to hiring appropriate personnel throughout the organisation. Investment in infrastructure was made because the CEO perceived that this was critical to support the survival and growth of the organisation.

This comment was echoed by the CEO of Case C, who took on the role of developing new programs and revenue streams to ensure the financial sustainability of the organisation:

When I first came to this organisation twenty years ago or so, I mentioned that they were in a bit of trouble, and it was financial trouble. And it was financial trouble not because of mismanagement per se but maybe it was trying to do things the old way, and not picking up on what had to be done the new way. (C)

The CEOs of Cases D and E also mentioned this:

Many years ago when I first started, the [organisation] was in a fairly precarious financial situation. (D)

Well, going back quite a few years the school was in a little bit of financial trouble … and there needed to be alternate income streams. (E)

Overall, the respondents made it clear that even though they operate nonprofit organisations, it is imperative that they innovate in the ways that they generate revenue in order to survive, as stated by the CEO of Case C:

The organisation has changed how it operates; it’s a business, even though we’re a not-for-profit, or an NGO, non-government organisation. If we don’t apply the business principles we simply don’t survive. (C)
1.2 To generate surpluses to fund core services

CEOs also mentioned generating surpluses as a key reason for innovating their business model. Respondents made it clear that if their organisation did not find new ways to earn money, then it would not be able to deliver services or its core business:

We’re very commercial, have no fear about that. I mean, if we don’t make money we don’t supply services. And for us to make money we have to do it very well. We’re not charity-minded in the sense of warm and fuzzies are the important driver; the important driver is to meet the needs of the clients and to do it to the best of our ability, and to do that and to hire the staff we need, and to have the resources we need, we need to make money; we need surpluses. (B)

Case E established a separate entity as a for-profit venture. The sole aim of this venture is to generate funds to support the activities of the organisation, and to minimise the costs borne by beneficiaries of their services.

It has its own separate board of directors … [B]ottom line, it’s there to make money, okay — it’s there to make money so the cash can be released to the [organisation] to build and do certain things. It supplies money so that capital works can be undertaken. (E)

In summary, nonprofit social enterprises seek to capture economic gains by innovating their revenue-generating activities to ensure the continuing operation of the organisation, as well as to provide surplus funds to expand the scope of services provided to beneficiaries. It is evident from the responses from all the CEOs that there was no expectation of ongoing financial support from government contracts or from other philanthropic sources, and they were therefore focused on generating revenue for the organisation.

Research Question 2: What capabilities do social enterprises require to support innovation in their business models?

To address the second research question, we asked the CEOs to give an example of a recent revenue-generating innovation in their organisation, and to respond to the prompt, ‘What was required to make this happen?’ In the analysis, six themes emerged to describe the capabilities that nonprofit social enterprises require to in order to innovate their business models and ensure that these trading activities are appropriate for their organisation. We discuss the six capabilities separately below, with verbatim quotes to illustrate each.
2.1 Clear understanding of the organisation’s social mission

Nonprofit social enterprises in this sample indicated that whatever revenue-generating stream they adopted, these must be consistent with their mission. This suggests that the organisation must be very clear about its purpose, and ensure that it focuses on delivering services that support the core social mission. In effect, a clear understanding of the mission gives guidance and direction for business model innovation by providing a focus which excludes possible directions for innovation that might not support the goals of the enterprise.

So, I went through a complete review of the whole organisation and the services that we offered. We cut some, what I considered to be non-core services. (A)

We run a whole lot of businesses, but they all obviously still need to focus back on what our mission and our role is. (D)

The common denominator — it’s got to improve school life — you can’t work against school life so if it’s going to come with a revenue stream which is going to cause disharmony to school life, you have to balance that … [O]verall it has to contribute. (E)

2.2 Access to specialised knowledge

Specialised knowledge, or intellectual property, held in the organisation or in a partner organisation, was seen to be a requirement for business model innovation. Intellectual property [IP] is defined as codified knowledge, and is a component of innovation capital (Daniels & Noordhuis, 2005). In this sample, Case B highlighted that they actively swapped some of their codified knowledge, or IP, with another organisation undertaking similar activities, so that they could both benefit. Case C explained that it is through their specialised knowledge that they are able to identify new revenue activities. Other organisations collaborated with a partner who had access to technology, but the specialised knowledge for the idea originally came from the social enterprise (Case D).

We did get a lot of help from other organisations who were doing similar things interstate and in Mount Gambier. For example, [another organisation] was doing something similar but not quite like we were doing. We swapped them some IP on a wood yard, and they gave us some IP on a salvage yard, and the same was done with [a different organisation] in Bendigo; they were very generous with their IP. (B)
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We set a little strategy — I mean, we didn’t do it by chance, we recognised there was a niche … We know our business, we know about waste, we know about litter, we know about recycling, we deliver in to schools, we have great friendships with local government. (C)

The idea of this, the concept, is ours, but the technology is actually owned by a company we work in partnership with. (D)

2.3 Access to external expertise

The CEOs surveyed considered that it was important for their organisations to be able to access expertise from external sources in order to develop their business models and revenue streams. This capability differs from ‘2.2 Access to specialised knowledge’, as discussed above, in that this factor [2.3] refers to expertise brought in from external sources that are typically individuals, as distinct from knowledge embedded in the enterprise (or partner organisation). One way these organisations gain expertise is to hire staff or to work with experts who have specialist knowledge that is critical for success. Organisations can also capitalise on their own knowledge by turning it into expertise that they make available to other enterprises (Case C). Organisations also pointed out how vulnerable they were to key staff leaving the organisation, and that it could subsequently take time to find someone else with a comparable level of expertise (Case E).

The skill sets that I had available to me was not going to get me anywhere. So, the whole management team has changed. So, personnel have changed at the senior level. IT, everything that we do, there was no efficiency; there was no nothing. So, I had to effectively rebuild the whole organisation. (A)

Yeah, we hired new staff and transferred some staff from different parts of the organisation to it as well. But mostly, the majority of staff would be new … But we did hire some staff that had some experience. (B)

One is that we are, I don’t like the term ’experts’, but we have expertise in education, in community education engagement. (C)

We had a long-standing manager — he left us — he was really good and then we recruited someone who didn’t work out and then we recruited someone new, so we had a full staff and it’s working out really well now. (E)
2.4 Ability to respond to the needs of clients and/or beneficiaries

Organisations innovate by responding to the needs of their clients and beneficiaries, as well as to new market opportunities. Identifying a specific niche where there is a lack of available services, or expertise, allows nonprofit social enterprises to innovate new revenue-generating activities.

Because we are able to change quickly and react quickly, we can fill a niche very quickly, and if we’re filling a niche that means that we’re responding to somebody that’s got an issue and they see us as being part of their solution. So sometimes the door opens for us. (C)

So we identify a niche that the councils were struggling in, that they didn’t have the resources, and they didn’t have the people on the ground. (C)

Nonprofit social enterprises also innovated by acting on feedback from clients. When clients identified a certain need, organisations responded quickly by providing a solution for a fee (Case A). These organisations also innovated new business activities in response to the needs of clients outside their specific geographical area (Case D).

Somebody rang us up and said, ‘I’d like to have a small service for our animal that’s passed away,’ and we said, ‘Well, that’s not a problem, we’ve got a memorial garden’. But we thought, well if you’re going to have a service you’re going to need a celebrant, and it occurred to us very quickly that if we had a relationship with a celebrant, have a relationship with a caterer … we could say, well, for $500, ‘We’ll organise the whole thing, and you just tell us the date that you want, sir’. (A)

I don’t have a charter to go outside of my state, but, demand outside of the state is very high, so, and the board have approved me to basically offer this on a fee-for-service basis to blind people in other states. (D)

2.5 Access to alliances and/or partnerships

Collaborating with partners and forming alliances is one capability that nonprofit social enterprises may draw on to innovate their business models. Partnerships are used to gain knowledge and expertise (Case C), help defray costs (Case E), help distribute services to a wider group of beneficiaries (Case D), and they are viewed as essential to an organisation’s long-term success (Case B). Therefore, access to alliances and partners supports the ability of the organisation to develop new and creative revenue-generating activities.
Partnerships are essential to the long-term success of the organisation and the growth of it … I think partnerships are the way of the future. (B)

If there’s space there, and it’s part of our business, we’ll jump in, but we jumped in with partners, we weren’t that silly that we’re going to jump in and get the cream pie in the face if everything goes wrong. (C)

One of the great things by working with partnerships and stakeholders is that we can double our money. We go to somebody and say, ‘We’ve got a grant of $10 000 or we’ve got an agreement for $50 000 [and] we could do so much more if you could match it dollar for dollar’ — and we’re very successful with that. (C)

This partnership acts as a distributor for a service that is valuable for visually impaired people who cannot read a book. (D)

We’ve got the gym — the new gym now, we’ve got a corporate relationship with the [fitness company]; they run all our gym equipment and memberships from other organisations which provide us with a little bit of a revenue stream; we wouldn’t be able to afford to go and buy that ourselves. (E)

### 2.6 Ability to experiment with pilot programs

Experimenting with pilot programs provides a way for nonprofit social enterprises to innovate while minimising potential risk. By trying things out on a small scale using existing available resources, the organisation gains knowledge and experience, and can learn from the pilot experience to minimise risk when launching a new revenue-generating program for a larger group of clients or beneficiaries.

We’re going to run with it, and benefit from it, learn from it, and then use that as a stepping stone. (C)

We did the first national digital pilot six years ago. (D)

[We] test things out. I mean, I know we’ve made changes to these structures since we’ve been here; we’re just always looking to make changes every year to do something slightly different. (E)

The findings are summarised in Table 7.2.

**Discussion**

This exploratory study revealed that the nonprofit social enterprises in this South Australian sample innovate their business models for two key reasons, and identified
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six capabilities supporting business model innovation. The consistent responses from these social enterprises indicate the critical role the business model plays to ensure the financial sustainability of the organisation and its ability to deliver core services to its beneficiaries. Several of the CEOs had been recruited specifically to innovate existing business models, or create new ones, to ensure the organisation’s continued survival.

With regard to Research Question 1, this exploratory study showed that, without adequate funds to operate, a social enterprise cannot create social value and fill the social gap it was established to address (Weerawardena et al., 2010). This supports prior research that emphasises the importance of business models for the survival and effectiveness of social enterprises (Yunus et al., 2010), as well as the importance of business model innovation for sustainability and competitive advantage (Matthyssens et al., 2006).

The findings for Research Question 2 reflect the importance of knowledge acquisition and management, and relationship management, which characterise innovation in general in service organisations (Castro, Montoro-Sanchez, & Ortiz-De-Urbina-Criado, 2011; den Hertog, van der Aa, & de Jong, 2010). In particular,

<table>
<thead>
<tr>
<th>Research Question</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Why do non-profit social enterprises innovate their business models?</td>
<td>1.1 To achieve enterprise sustainability</td>
</tr>
<tr>
<td></td>
<td>1.2 To generate surpluses to fund core services</td>
</tr>
<tr>
<td>2. What capabilities do social enterprises require to support innovation in their business models?</td>
<td>2.1 Clear understanding of the organisation’s social mission</td>
</tr>
<tr>
<td></td>
<td>2.2 Access to specialised knowledge</td>
</tr>
<tr>
<td></td>
<td>2.3 Access to external expertise</td>
</tr>
<tr>
<td></td>
<td>2.4 Ability to respond to the needs of clients and/or beneficiaries</td>
</tr>
<tr>
<td></td>
<td>2.5 Access to alliances and/or partnerships</td>
</tr>
<tr>
<td></td>
<td>2.6 Ability to experiment with pilot programs</td>
</tr>
</tbody>
</table>

Table 7.2: Summary of research findings.
Source: Courtesy of the authors.
having a very clear understanding of the social mission and overall purpose of the organisation was identified as a requirement for business model innovation for the organisations in this sample. This factor is identified in the business model innovation method proposed by Carayannis et al. (2014), and is also consistent with findings that a social enterprise’s revenue activities must 'fit' with the social mission (Foster & Bradach, 2005; Wilson & Post, 2013). McDonald (2007) also identifies that nonprofit organisations with clear, motivating missions tend to be more innovative in general. Although some scholars have perceived the social mission as a constraint on a social enterprise’s ability to innovate (Weerawardena et al., 2010; Weerawardena & Mort, 2006), in this research we present it as a capability that assists a nonprofit social enterprise’s ability to innovate its business model by providing focus and direction.

Having in-house access to specialised knowledge is identified in the business model innovation method proposed by Frankenberger et al. (2013). This factor is implied in several other business model innovation methods, as knowledge is identified as a key resource that is necessary for sustainability and competitiveness in any organisation (Barney, 1991).

Enterprises in this sample either explicitly or implicitly recognised that they were able to innovate more successfully by increasing the level of knowledge and expertise within specific relevant areas in their organisation. In particular, they recognised that they needed to bring in expertise from external sources in order to innovate their business models. This finding supports the business model innovation process suggested by Frankenberger et al. (2013), which relies on implementing an idea-to-implementation process that relies on transforming knowledge or ideas into value.

We found that having a close understanding of the current and future needs of clients and/or beneficiaries was another capability supporting business model innovation in nonprofit social enterprises. Previous research has identified that social enterprises initiate programs or activities in response to community needs (di Domenico et al., 2010), and also adapt services based on the changing needs of their beneficiaries (Weerawardena et al., 2010). This finding supports the business model innovation process proposed by Oftedal (2013), which relies on the articulation of the customer value proposition.
The importance of relationships, partnerships and alliances for nonprofit social enterprises was identified as a strategy to gain additional resources which would otherwise be unavailable or unattainable (Weerawardena et al., 2010), or as a way to scale operations beyond the current capacity of the organisation (Bloom & Smith, 2010). The organisations in this sample actively sought and valued partners, and used these partnerships as a source of business model innovation.

Finally, as social enterprises are generally resource-constrained, they frequently test an idea through a pilot program as a way to learn what does or does not work, while ensuring that the organisation minimises unnecessary risks (di Domenico et al., 2010; Weerawardena & Mort, 2012). By experimenting or improvising with the resources they have at hand, nonprofit social enterprises are able to gain experience and refine their ideas, using bricolage to further drive innovation in their activities (di Domenico et al., 2010). In particular, McDonald (2007) identifies experimenting and testing ideas as an important aspect of innovation for nonprofit organisations, and this is a key aspect of the business model innovation method involving the use of visual tools to encourage creativity (Eppler et al., 2011).

Overall, the capabilities found to be needed for business model innovation in this sample of social nonprofit enterprises can be seen to be aligned with the dynamic capabilities view of the firm (Teece, Pisano, & Shuen, 1997). In particular, the factors 'Clear understanding of the organisation’s mission', and 'Access to alliances and/or partnerships' identified in this study can be regarded as elements of the Teece et al. (1997, p. 521) 'position or strategic posture', and the other four factors ('Access to specialised knowledge', 'Access to external expertise', 'Ability to respond to the needs of clients and/or beneficiaries', and 'Ability to experiment with pilot programs') can be identified as aspects of the Teece et al. (1997, p. 518) 'organisation and managerial processes'.

**Future research recommendations**

This research highlights the importance of social enterprises having a viable business model in place. However, having insight into what these business models look like — and whether any particular type(s) of business model confer(s) a financial advantage — would be beneficial to social enterprises, and this remains an area for further investigation.
Although a range of approaches have been proposed for business model innovation, this study supports those based on the dynamic capabilities view of the firm (Teece et al., 1997). This finding suggests that dynamic capabilities would provide a useful framework for further qualitative and quantitative research with larger samples to confirm the requirements for business model innovation in nonprofit social enterprises. Undertaking industry sector and international comparisons may also help determine whether industry, geographical or cultural differences exist regarding the requirements for business model innovation for nonprofit social enterprises.

Importantly, in this research we found that the enterprise social mission was not perceived as a constraint on business model innovation, as suggested by previous research (Weerawardena et al., 2010; Weerawardena & Mort, 2006) but was seen in a positive manner, its role being to provide clear and helpful direction for business model innovation. This finding suggests the value of further research into this particular aspect of the social enterprise.

We have also highlighted IP as a business model innovation capability for nonprofit social enterprises. Future research may investigate the extent to which IP contributes to the success of these types of organisations. Further studies may investigate the role of organisational learning in the development of the requirements for business model innovation in nonprofit social enterprises, based on the recognition that organisational learning helps organisations innovate (Bingham & Davis, 2012), and that learning styles may influence the types of innovation undertaken by the organisation (Baker & Sinkula, 2007). Additionally, investigating the types of assets or resources required for social enterprises to innovate may also be valuable, particularly at different stages of growth (Greene & Brown, 1997).

Although social enterprises exist in many varied forms, this paper focuses on social enterprises that operate under the nonprofit legal structure (Considine, 2003). Future research may investigate other forms of social enterprises, including for-profit social enterprises, also known as social ventures or social businesses. Future research may investigate the role of strategic balance theory (Deephouse, 1999) in social enterprises, as they must innovate their business models in order to differentiate themselves while ensuring that these activities complement their primary social mission (Foster & Bradach, 2005; Wilson & Post, 2013).
Conclusion

This research responds to calls from scholars to better understand various aspects of social enterprises, including their business models (Short et al., 2009). We used a small sub-set of South Australian nonprofit social enterprises as the subject of qualitative research to explore why they innovate their business models, and to identify the capabilities required to carry out business model innovation. The findings support those found in other empirical studies of NPOs (McDonald, 2007) and nonprofit social enterprises (Di Domenico et al., 2010; Weerawardena et al., 2010), and contribute to the literature by providing greater understanding of why nonprofit social enterprises seek to innovate their business models, as well as by establishing a preliminary list of capabilities that support this activity.

Nonprofit social enterprise CEOs may use these findings as a framework to examine whether their organisation either implicitly or explicitly uses these six capabilities to support business model innovation. For example, these organisations may review existing alliances and partnerships to identify ways to innovate their business model. Nonprofit social enterprises may also formally catalogue the specialised knowledge they have developed over time and use this, as well as expertise from outside their organisation, as a source of innovative ideas to further innovate their business model. These findings highlight the importance of understanding the needs of clients and/or beneficiaries, as this information can provide useful insights that may lead to future revenue-generating activities. Additionally, in contrast to other studies (Weerawardena & Mort, 2006), the participating CEOs perceived the social mission as a source of business model innovation, rather than as a constraint.

NPOs and nonprofit social enterprises contribute to society by fulfilling unmet needs. These organisations are not just about delivering social services; they also need to be financially sustainable. Continual innovation of their business models is therefore critical to the success of social enterprises, and further exploration and validation of the requirements for business model innovation in nonprofit social enterprises is required.
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Part 3

Innovation management perspectives
Complex systems adjusting stability levels and providing entrepreneurial opportunities

Vernon Ireland, The University of Adelaide

Introduction

The purpose of this chapter is to explore concepts of complex systems and how these can be instrumental in generating entrepreneurial opportunities. The focus is on how opportunities are created by changing stability levels within our social systems, of which many have occurred and are continuing to occur. The chapter includes sections on the application of complexity theory to entrepreneurship. It further discusses the resilience of natural systems and the lessons that can be learned in terms of the breakdown of systems.

The world has undergone a number of changes to its complex systems which provide context for individuals and enterprises, and with each change to the level of stability it produces entrepreneurial opportunities. A consideration of complex systems in the operation of the world and society demonstrates these changes of stability levels and highlights the dynamic state of dominant systems in society and business. An example of natural system changes can be drawn from observing the biosphere, starting with 540 million years ago through to the present. In more recent times there have been changes to socio-technical systems which provide entrepreneurial
opportunities. This chapter will propose a model of stable and unstable systems; it will model both smooth changes and catastrophic changes and will provide an explanatory model from resilience of the natural world; it will propose tools to model social and business systems; and it will recognise some of the key parameters which affect stability and change.

The analysis in this chapter will assist entrepreneurs as they continually search for opportunities. Social breakdown and changes in business can be studied from the perspectives of a system experiencing changing stability levels. Gunderson and Holling (2002, pp. 93-4) illustrate this. The chapter develops this idea by arguing that entrepreneurial opportunities are generated by addressing emergence as a reconfiguration of complex systems after adaptation due to environmental changes. This section sees entrepreneurial opportunities being released by the process of complex systems adapting, and hence moving from one level of stability to another in their adjustment to environmental pressures. Such pressures can be induced by external systems including financial and economic, technological, political, social and cultural, legal, religious and any other major external forces, or a combination of these forces. This chapter refers to two major publications addressing resilience of natural systems, in that resilience is the ‘flip’ side of the breaking down of the system (Gunderson & Holling, 2002; Walker & Salt, 2012).

This chapter in the context of entrepreneurial opportunities

This chapter examines previous approaches to the source of entrepreneurship and draws significantly on the work of Schindehutte and Morris (2009). However, such previous approaches only note emergence as providing the entrepreneurial opportunity, and do not link it to complex systems with adapting and adjusting stability levels. The benefits of recognising entrepreneurial opportunities being generated through complex systems adapting and adjusting to different stability levels mean that one can attempt to assess stability and get some indication of when a movement is occurring. In doing this, one can then receive an early indication of a change and thus gain early benefits in competition with fewer others. Schindehutte and Morris’s (2009) approach notes that entrepreneurship has been seen as a resource or as a theory of the firm. Entrepreneurship has also been examined through resource-based theories (Alvarez & Busenitz, 2001, p. 772), firm-level entrepreneurship (Sharma & Chrisman, 1999),
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or entrepreneurial behaviour of the firm (Covin & Slevin, 1991). However, these adaptive approaches contribute to theories of the firm behaviour.

Schindehutte and Morris (2009) acknowledge that entrepreneurial opportunities are generated from complex systems as they seek equilibrium. However, this chapter extends the idea by examining the complex system’s adaptation process. This chapter then extends the idea to people making sense of the change in order to identify opportunities, and creating meaning in order to explore the change of direction. Schindehutte and Morris’s approach is related to other theories of entrepreneurship in that it ‘recognises entrepreneurship is not a competitive strategy, a characteristic of a strategy, or a strategic approach selected from a portfolio of strategies’ (2009, p. 267). They recognise that it also differs in important ways from entrepreneurial strategy’s competition-on-the-edge (Eisenhardt, Brown, & Neck, 2000) and co-adaptive exploitation of cross-business synergies (Brown & Eisenhardt, 1997), as well as Lavie’s (2006) views on the issues that entrepreneurs experience in responding to technological changes. McMullen and Shepherd (2006) comment that entrepreneurship is not about the entrepreneurial actions of individuals or a creation theory of entrepreneurship. In a similar vein, Schindehutte and Morris (2009, p. 267) claim that entrepreneurship is not 'strategy that is entrepreneurial' or 'entrepreneurship that is strategic' or 'entrepreneurship plus strategy' — it is not a 'binary construct'.

In recognising that entrepreneurial opportunities are initiated by a system experiencing changing stability levels, this chapter also recognises that people can benefit from examining the change process. A firm and individuals need to quickly sense the change in a complex system as it adapts, create meaning from the change in order to identify a direction of that change, and respond quickly to initiate a process using the entrepreneurial techniques and processes of the individual or enterprise. Identifying potential changes in complex systems — such as technological, political, financial and economic, cultural, and other kinds of changes — is facilitated by skills in exploring future possibilities, by application of selectionism and by using techniques to create meaning rapidly. '[E]ntrepreneurship, after all, is a science of turbulence and change, not continuity' (Bygrave, 1989, p. 28).
What characterises complex systems?

While there is no generally agreed definition of complex systems, Jackson (2003) comments that they can only be understood in terms of the relationship of the parts with each other and the patterns of the relationships. He recognises that complex systems 'are constantly changing due to the interaction of their parts as they seek to process a continuous flow of matter, energy and information from their environments' (p. 115). Mason and Mitroff (1981) add that such ill-structured problem situations are made up of highly interdependent problems. Developing common meaning as well as understanding the implications for the future and how to leverage change to arrive at the desired position is very useful.

There are a number of bases for complexity, but the fundamental condition is emergence due to inclusions of systems which are autonomous and independent and, as such, systems over which one does not have control. Such circumstances where lack of control can occur may be brought about through the policy of governments and the building of a System of Systems, otherwise known as an SoS (Jamshidi, 2009). An SoS includes existing or legacy systems which were designed and built for other purposes, but which have been retained or added. A simple example is the inclusion of a GPS in a vehicle. The GPS was developed for other purposes than navigating a vehicle, but the system has since been added to a set of systems that comprise the automobile. An extreme example of an SoS is the Air Operations Centre of the US Department of Defence (Norman & Kuras, 2006), which includes eighty autonomous and independent systems, all designed for other purposes (e.g. US airforce, navy and army communications).

Some bases for complexity include:

- integration of separate organisations in a supply chain
- operating in an unfamiliar cultural and business environment (such as operating a business in China or Afghanistan)
- being unclear on the stakeholders for a venture or on the relevant boundaries of key variables
- unclear leadership (such as occurred between the US airforce, navy and army when the US Government invaded Afghanistan, and as similarly occurred when MacArthur attempted to retake the Philippines in the
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Second World War and the aircraft carriers were sent to address Japan when MacArthur expected naval support)

- addressing wicked problems that are 'interconnected and complicated further by lack of clarity about purposes, conflict, and uncertainty about the environment and social constraints' (Jackson, 2003, p. 137; see also supporting research by Ireland, Gorod, White, Ghandi, & Sauser, 2012).

**Key approach of this chapter: Adaptation of complex systems leading to entrepreneurial opportunities**

This chapter argues that a primary basis for entrepreneurial opportunities lies with the recognition of complex systems' changing levels of stability. This is in contrast to addressing a range of reductionist approaches to do with enterprise strategy. It is based on a series of the author’s ideas reinforced by other researchers' ideas as noted.

As stated earlier, the chapter argues that entrepreneurial opportunities are generated by addressing emergence as a reconfiguration of stable systems due to contextual and environmental changes. This chapter argues that entrepreneurial opportunities are generated when systems are far from equilibrium; that is, 'the entrepreneurial process begins with the perception of the existence of opportunities, or situations in which resources can be recombined at a potential profit' (Shane, 2003, p. 10). Thus the 'individual-opportunity nexus perspective' (Shane & Venkataraman, 2000) on entrepreneurship depends on, is preceded by, and is in response to, change initiated endogenously, and not through technological innovation as suggested in evolutionary economics (Nelson & Winter, 1982). This is a fundamental change of perspective from many other works on entrepreneurial opportunities.

**Reductionist versus complex systems thinking**

A fundamental issue for understanding entrepreneurship is the basis of thinking and analysis (Schindehutte & Morris, 2009). Traditionally the world has focused on reductionist thinking initiated by Descartes in 1637. He proposed that breaking up thinking into major separate specialist areas would advance knowledge more rapidly than would occur with scholars addressing a broad set of disciplines. Knowledge has certainly advanced using these techniques; however, a number of problems or issues could not be solved by such specialist approaches.
As a result of this way of thinking, or in parallel with it, reductionist approaches tend to encourage people to think in a hierarchic 'command and control manner', where the person in charge gives a series of orders and the more junior members of the team follow these orders. This methodology has been very successful with some major ventures such as space programs and the development of military equipment — areas which are largely governed by the laws of physics and engineering. There are a large number of defence projects, and many other technological developments, which have been developed using this approach.

Bertalanffy (1968) initiated general systems theory and noted that a system is defined by a boundary between itself and its environment. Within the system there are a series of contributing systems, which could be called sub-systems. Closed systems are those which do not transform — in other words, they have no input or output. An example of a closed system is the structure of the building which supports walls and floors. By comparison, an open system transforms information, energy or materials. Examples are a cell, an engine or an architect’s office. The interior of the system is thus a zone of reduced complexity, and many see the interior systems of enterprises — such as marketing, transformation of materials energy, or information — as shielded by managers whose job it is to focus on dealing with the external business environment.

However, Bertalanffy (1968) did not specifically address the issue of complex systems, in which the systems making up the overall system are autonomous and independent. The use of techniques such as operations research to deal with more precise disciplines, such as engineering and physics, proved to be a disappointment in not being able to deal with some of the issues associated with human complex systems, because operations research is underpinned by a reductionist approach. Once systems that are autonomous and independent are included in a larger system, such as a system of systems, techniques which focus on command and control are no longer appropriate and need to be replaced by techniques especially appropriate for complex systems. Hence issues concerning people, politics, culture and human issues generally could not be solved by operations research or similar techniques. This is particularly the case when the objective of a problem, or the goal of an enterprise, is not clear, as demonstrated by Jackson (2003), discussed above. Agreement on common meaning, and the long-term implications of change of policy or action, is crucial to moving forward effectively.
As a result of the development of two alternative ways of thinking — the traditional being reductionist, which is exemplified by a top-down, command and control approach, and the other recognising organisation fit within systems, which are largely autonomous — we find that approaches for contributing knowledge also align with these two alternatives. For example, many of the theories proposed to understand entrepreneurship and research have been set within reductionist frameworks, whereas this chapter is proposing a complex systems framework with extended ideas. People who espouse a reductionist approach tend to focus on the parts and independent interactions, but it is the system of interactions among the parts that is critical and that constitutes a complex system.

Table 8.1 summarises some differences between systems that are complex, and others that are intrinsically simplistic because they are theoretically reducible, using entrepreneurial strategy (Brown & Eisenhardt, 1998) and strategic entrepreneurship (Ireland, Hitt, & Sirmon, 2003) as representative examples of the differences. In both instances the firm is the unit of analysis and the focus is on economic (profit) opportunity, routines (simple rules), and incremental, firm-level, continuous innovation in pursuit of competitive advantage.

**Stability concepts of complex systems**

All systems are challenged by potential lack of stability. The human body is kept in a healthy state by hundreds of homeostatic processes, as shown in Marten (2001, p. 12). Attack by disease threatens the health level of stability; however, people usually fight back and the health stability level is restored. If there is permanent damage a lower level of health stability occurs.

An illustration of such a change in stability levels can be provided by the global financial crisis of 2008 to 2009. In earlier times, wealth creation largely depended on the stock market. However, in the period just before the global financial crisis, US banks initiated change and created derivatives which were largely a product of housing loans that did not depend on the relationship between the value of the housing, or the ability of the loan recipient to repay the loan, and the size of the loan. Loans were driven by bonuses being paid to loan officers purely based on the size of the loan. Banks gave people loans worth 120 per cent or more of the value of the property, and gave loans to people on social security. Furthermore, rating agencies endorsed these derivatives, which were packages of such loans. This became
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<table>
<thead>
<tr>
<th>Main focus System type</th>
<th>Behavioural General systems theory cybernetics</th>
<th>Evolutionary Complex adaptive systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro-macro relationship</td>
<td>Social system and economic system Firm responds to the environment, i.e. micro-macro interaction</td>
<td>Social system within economic system Firm is embedded in and changes its environment</td>
</tr>
<tr>
<td>System characteristics</td>
<td>Simple, linear and equilibrium-seeking Whole is sum of parts</td>
<td>Open, dynamic, non-linear Whole is more than sum of parts</td>
</tr>
<tr>
<td>Origins</td>
<td>Physics (stability, equilibrium)</td>
<td>Biology (structure pattern, self-organisation)</td>
</tr>
<tr>
<td>The nature of evolution</td>
<td>Adaptation and evolution of the firm</td>
<td>Dynamic co-evolution of both the firm and the environment Development of new rules and routines</td>
</tr>
<tr>
<td>Focus</td>
<td>Organisational learning Balance (exploration-exploitation)</td>
<td>Variation-retention-selection New opportunities arise from technological innovations</td>
</tr>
<tr>
<td>Nature of opportunity</td>
<td>Pre-existing profit-making opportunity to seek out and exploit Technology as a given, or selected on economic criteria</td>
<td>Technology in flux, endogenous to the system</td>
</tr>
<tr>
<td>Type of non-linearity</td>
<td>Non-linearity ascribed to negative and positive feedback loops Mostly ‘same cause, same effect’</td>
<td>Nonlinear interactivity, i.e. ‘small cause, large effect’ or ‘large cause, small effect’</td>
</tr>
<tr>
<td>Type of self-organisation</td>
<td>Primarily self-regulatory processes</td>
<td>Creative, self-generated, adaptability-seeking behaviour conferred by emergent phenomena</td>
</tr>
<tr>
<td>Type of equilibrium</td>
<td>System tends toward a final state of equilibrium or homeostasis (e.g. ‘equifinality’ in General Systems Theory)</td>
<td>System is ‘beyond equilibrium’ (i.e. multi- or non-equilibrium)</td>
</tr>
<tr>
<td>Type of attractors</td>
<td>Only one ‘attractor’ (i.e. a final state of equilibrium)</td>
<td>Different kinds of attractors (e.g. fixed point, limit cycle, strange)</td>
</tr>
</tbody>
</table>

Table 8.1 Comparison of the theoretical foundations of strategic entrepreneurship and entrepreneurial strategy.
Source: Courtesy of the author, adapted from Table 2 in Schindehutte and Morris, 2009.
a particular crisis, as people became nervous and the value of housing fell. However, the first system change occurred when the traditional system moved to the system described above. Ratings agencies massively traded and endorsed financial products, although they understood them poorly (Solow, 2011).

The second system change came about as the system described above moved to one in which US and other banks were attempting to stabilise the situation and the government was providing substantial loans to the banks and other financial institutions. Both of these system changes should have provided opportunities for entrepreneurs, although the operation of the housing derivatives markets was initially kept very quiet.

A more positive note is provided by the introduction of social networks such as Facebook. New patterns of communication and social engagement were generated and new opportunities created for marketing, information gathering and a range of other products. Stability levels of communication systems rose.

Examples of pressures from the environment exerting forces on a natural system include (but are not limited to) the sun and its relationship with forces reducing global warming, geographic position and the tides. Pressures on business systems include competitive pressures, the capability of the organisation to respond, new technologies being introduced, and new communication structures such as social networking. Examples of pressures on political systems include economic capability and the capability of one’s friends and competitors, cultural approaches and society, and the form of the political system, whether democratic or otherwise.

Change in society and communities is driven by a number of factors, including general growth in affluence, population growth through birth and migration, technological development, political change, economic change and attitude change. Such change in society produces entrepreneurial opportunities. This chapter will examine a number of aspects of complex systems to illustrate the benefits and opportunities of these changes in society, which disrupt stable patterns and in doing so create opportunities for innovation and entrepreneurship.

**Opportunities released**

As systems change from one stability level to another, opportunities emerge and there is increased scope for entrepreneurship and innovation. By comparison, a stable business which is not undergoing any change provides fewer entrepreneurial
opportunities. Hence those pursuing entrepreneurial opportunities need to primarily track and detect changes in systems. Schindehutte and Morris (2009) recognise that this changes the way we consider entrepreneurship from a model focusing on strategic possibilities toward a model that addresses shifts between stable states (as cited in van de Ven & Poole, 1995) and toward detectable patterns in continuing cycles of interactions.

The unfolding logics of an enterprise adjusting its stability due to environmental pressures such as business, population, legal and cultural pressures stand in sharp contrast to a strategic management paradigm that prioritises control with a preoccupation on reducing uncertainty (Hitt, Ireland, Camp, & Sexton, 2001). Schindehutte and Morris (2009) caution against trends in scholarly work in which firm growth or superior financial performance is considered the most important yardstick. This trend is partially to blame for the erroneous assertion by scholars that 'we should be very, very worried about the future of entrepreneurship' (Baker & Pollock, 2007, p. 307). The Strategic Entrepreneurship model (Ireland, Hitt, & Sirmon, 2003) is somewhere between a reductionist approach and a systems approach (Schindehutte & Morris, 2009).

**Some key points developed from this approach**

Emergence takes place during the process of interacting and regaining stability, which is not encompassed by the reductionist approach, and as such focuses on the entities within the model rather than the links between entities and the processes. The notion of emergent properties created through interaction and feedback is not part of a reductionist approach.

**Changes to complex systems**

**Examples**

Barnosky et al. (2011, p. 51) identified 'the Big Five mass extinction events … exhibiting a loss of over 75 per cent of estimated species'. However, it is not just physical systems that adapt. Gunderson and Holling (2002, pp. 93-4) note changes to social systems which must have produced entrepreneurial opportunities. Findlay and Strauss (2011) describe changes in socio-technical systems from the hunter-gatherer, through the
Modelling adaptation and stability

There are a number of examples in the natural world of systems being threatened with change due to the components of the natural system changing. One level of stability is threatened and another takes over. This is illustrated in Figure 8.2, as primarily, but not only, applicable to the adaptation of natural species in three different diagrams. Gunderson and Holling (2002, p. 55) recognise that the model can apply to the entrepreneurial process.
Figure 8.3A is a representation of a system which is reasonably balancing the operational forces and is stable. Figure 8.3B represents a system in which the forces are beginning to be out of balance. Figure 8.3C represents a system which is changing stability levels.

In Figure 8.3C, the ecosystem has two alternative stability levels, $F_1$ and $F_2$. Figure 8.3C implies that when the ecosystem is on the upper left-hand side branch of the curve, it will not pass to the lower branch smoothly. When the system has changed by passing through $F_2$, the system changes dramatically to $F_1$, due to the stress imposed on the system due to the changing environmental conditions. It should be noted that restoring the system to the conditions prevailing before $F_2$ had been reached is not enough to restore the stability level — one needs to go back much further, to beyond the switchpoint $F_1$. The genie cannot be easily put back in the bottle!

Stability levels can be represented in

Source: Courtesy of the author.
two dimensions by the troughs in the system between the hills either side in Figure 8.3B (Gunderson, 2002, p. 196). Walker and Salt (2012) describe irreversible threshold changes of systems that will never return to an earlier stability level.

**Social systems**

Gunderson and Holling (2002, p. 34) provide a generalised adaptive cycle which describes resilient systems but which illustrates changes in stability levels of a range of systems as is shown in Figure 8.5. The model is a 'figure eight' on its side in a two-by-two matrix, with each phase being within a policy area. Note in the alpha quadrant at point 'a', external forces create a reorganisation of the system, which starts occurring. At point 'b' exploitation occurs and at point 'd' conservation occurs. Opportunities are sought by the system and the cycle moves into exploitation mode, which is represented by the arrows as it moves from quadrant 'r' to quadrant 'K'. Quadrant 'K' is a conservation mode in which the systems are highly connected, which in itself produces instability, and release occurs in quadrant omega [Ω].

A reasonable question to ask is the appropriateness of this model. Gunderson and Holling (2002) illustrate this application through the development of telephony in the USA between the times of its inception to the present. They point out that in the conservation phase the systems are tightly connected, or to use the complex
system term, they are ‘coupled’, which in itself produces instability. An example is provided by the major US banks in the global financial crisis in which the inter-lending was correlated at well over 0.9. While such coupling allows no opportunities for entrepreneurship, fortunately it produces its own instability, and another level of stability is sought by the system, which in itself provides many entrepreneurial opportunities.

**Modelling key variables**

While these models came from natural or biological systems, they have application to social systems. Walker and Salt (2002), while explaining the resilience of systems, provide models which can be applied to social systems as they change and adapt. Gunderson and Holling (2002, p. 34) model systems in terms of a series of crises and dealing with these crises by an adaptive change of rules, response with experience, learning from that experience and creating policy responses.
The efforts of various countries in dealing with the global financial crisis, with large unemployment in the USA and resorting to 'quantitative easing', or printing money, is certainly an example of adaptive change. Europe's attempts to deal with problems in the Euro [€], through conditional loans to various national groups in return for funding to stave off bankruptcy, are further examples of crises and adapting to these. No doubt each crisis brings new and different opportunities amongst the hardships of high unemployment and reducing salaries of government employees.

The adaptation process

The basic adaptation process of the Gunderson and Holling (2002) model, illustrated in Figure 8.5, starts in the alpha quadrant and gathers pace in the 'r' quadrant. At the bottom of the 'r' quadrant there is 'low connectedness which signifies diffuse elements loosely connected to each other, whose behaviour is dominated by outward relations and affected by outward variability' (p. 34). This means that entrepreneurs cannot see how bringing individuals and organisations together will achieve benefits. As the adaptability moves towards quadrant 'K', relationships between people and organisations are developed and cemented in place. This high connectedness is associated with organisations 'whose behaviour is dominated by inward relationships which control or moderate the influence of external variability' (Gunderson & Holling, 2002, p. 34).

Gunderson and Holling (2002) see the importance of low degrees of connectedness in the exploitation of opportunities, which occurs at point 'c' of Figure 8.5. The implication of this is that small groups are more effective in generating opportunities. This means a large number of business and social relations. Furthermore, if large enterprises seek to be entrepreneurial they need to provide a structure which does not constrain employees.

Goldstone (1991) recognises phases in the operation of societies in that Eurasia experienced a wave of revolutions after a period of calm in the seventeenth century. He proposes that state breakdowns occur when there are simultaneous crises occurring at several different organisational levels of societies. Gunderson and Holling (2002, p. 93) point out that simultaneous breakdown of social systems at multiple levels creates the best conditions for change to be reinforced and to feed off itself. Examples of multiple systems breaking down could include the state itself, law
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and order, currency and social institutions such as religion. The break-up of the Soviet Union provides a good example.

*Some processes to manage adaptation*

In order for innovation to occur, a range of complex systems concepts, which are relatively natural to human societies, need to be encouraged. These include development of meaning, which Bosch, Nguyen, Maeno, and Yasui (2013) illustrate; they recognise that a range of meanings need to be integrated in, for example, the case of conflict between the benefits of tourism in Vietnam and the potential destruction to the environment. Bosch et al. (2013) find the system dynamics very useful in exploring the potentially unforeseen consequences of current potential actions such that today’s solutions do not become tomorrow’s problem. Klein, Moon, and Hoffman (2006) have developed processes for creating meaning.

Encouraging self-organisation or bottom-up initiatives is also important, as is allowing citizens scope by not prescribing top-down restrictions. I myself, when investigating the former East German building industry in 1991, found that people had few ideas on how to initiate and manage change (Ireland, 1991). This was because they had only been encouraged to follow the rules and not to take any personal responsibility.

Self-organisation in organisations is encouraged by leaders who do not specify behavioural norms and who provide a very light hand. Leaders who unobtrusively seed ideas for organisational development are appropriate for encouraging bottom-up self-organisation (Uhl-Bien, Marion, & McKelvey, 2007). An example could be unobtrusively putting a question on the notice board for staff to notice and hopefully to consider. Another example is relatively frequent changes in staff roles. Distributed leadership, rather than top-down command and control, is another method of stimulating initiatives. This is related to a modular structure of the enterprise, which includes relatively tight coupling within a module and loose coupling between modules (Baldwin & Clark, 2004).

The ability of humans to self-organise and associate with the meanings they ascribe to social concepts at various levels — from the personal, to the local community, to the enterprise in which they work, to the local, state and federal government, and through to international organisations — provides a rich spectrum of possible initiatives which can play out at various levels. Gunderson and Holling (2002) see this
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as humans transcending the boundaries of the social systems they have created (p. 110). An example of transcending cultural, legal, local decision-making, language, project and risk management, and other barriers can be drawn from an Australian charity that I have a minor role in, called the Indigo Foundation. The Indigo Foundation has been managing the erection and commissioning of four schools within a three-year period in Afghanistan. Each school is developed for over 1000 pupils and has 40 per cent female admission. The motto of the Indigo Foundation, ‘[T]he first thing we offer is respect’, could be seen as an example of social entrepreneurship through an initiative occurring at multiple levels in various facets. The Indigo Foundation is also taking similar initiatives in other countries.

Emery and Trist (1965) recognise the importance of turbulence in describing social systems. The alternatives are placid and random, placid and clustered, and distributed reactive. The turbulent field is described as dynamic, with dynamic properties arising not simply from the interaction of the component organisations but also from the field itself so that the ground and the figure move simultaneously. This is a beautiful example of complex systems. They point out the importance of values, as values create stability. There are two implications from this: firstly, that entrepreneurs should operate in fields that are turbulent by comparison with those that are placid; and secondly, that values are important in integrating teams and identifying priorities. Gray, Westley, and Brown (1998) recognise that in managing environmental issues one encounters volatile problem domains, which are examples of turbulent environments. The dynamics of the ecological system gets mixed up and interconnected with the social and cultural system. Jackson’s description of complex systems as those which are ‘interconnected and complicated further by lack of clarity about purposes, conflict, and uncertainty about the environment and social constraints’ (2003, p. 138) leads one to use Checkland and Holwell’s (1998) soft systems approach in generating entrepreneurial opportunities. Bosch et al. (2013) provide an alternative, which includes the key processes of identifying common meaning amongst the participants, clarifying the implications of this through system dynamics processes and then finally applying a methodology to identify key leverage points. Both of these methods are open to entrepreneurs who seek to generate solutions to complex issues.

The degree of structural rigidity in a system should indicate the possibility of change: the more structurally rigid, the less likely to change in the first instance. Hence
structural rigidity and indications of attacks on this, including breakdown of some of the systems, should provide an indicator of possible change and entrepreneurial opportunities. Identifying the boundaries of the system and the range of stakeholders, and significant changes to both, which are key principles of complex systems, is worthwhile.

The Gunderson and Holling (2002) model recognises four distinct phases in the transformation process, each of which requires a different form of decision-making. As the process proceeds from omega \([\Omega]\) to alpha, the decision maker has to primarily be a catalyst (p. 250), whereas as the process proceeds from ‘r’ to ‘K’ the decision maker is primarily a bureaucrat locking down conservative solutions that work. The catalyst operates largely to change current systems and is required to have strong values to convince others of the need to change and to give them confidence in the leadership of change (p. 353). Furthermore, multiple strategies are required so as not to be too focused on a single approach. The attitudes of the adaptive manager must include that of a collaborator, politician and agency manager, and the adaptive manager must have strong technical skills relevant to the domain. Strong control of emotions, minimum fear of conflict, and humility are required. Adaptive managers need to capitalise on the energy and movement of others. Their role can be seen as catching waves rather than pulling strings.

Describing the system, Walker and Salt (2012, p. 37) point out the importance of simply describing the new concept. They remind the reader of ‘requisite simplicity’, which relates to Ashby’s (1956) requisite complexity, the concept being that in a complex system the control systems have to be as comprehensive as the system which is being controlled. However, Walker and Salt (2012, p. 37) remind us that such entrepreneurial systems need to have a common understanding between participants. They also point out that this is an ongoing process since we are not dealing with a self-organising system. In other words, we need to make the description of the system and the controlling processes simple but as extensive as necessary (including all the critical information) to achieve the objectives (p. 53). Walker and Salt (p. 39) also introduce the concept of focal scale, in the sense that the scale of the new enterprise needs to be clear and the new enterprise must reflect the values practised at that scale. Examples of scale include federal, state and local government. The management processes also need to be appropriate to the scale of the enterprise.

The governance system is crucial in terms of who has power to control, whether they accept this responsibly and the existence of feedback processes to
achieve the governance. Governance includes all the aspects and rules and regulations of the organisation that determine how people operate in the system. Resilience literature also reminds us that one needs to look at the dynamic nature of the system by looking at what the system has to deal with in terms of disturbances and their various characteristics. This is somewhat akin to a risk management study but has a slightly different perspective. Disturbances should include the large and infrequent disturbances; an attempt should be made to understand unknown shocks in the systems that might exist but which we cannot anticipate. Loch, De Meyer, and Pich (2006) provide a methodology in their selectionism approach, which this chapter will discuss in a later section.

Walker and Salt (2012, p. 70) introduce the concept of developing a threshold matrix which describes the potential thresholds for a system to fail. These thresholds can be in the form of metrics of scale versus domain. 'Scale' can include an aspect of an enterprise, the enterprise itself or a group of enterprises. 'Domain' may include economic, social and ecological aspects, and disciplines within a business. The benefits of such an approach are to encourage participants to think through further detail, and there are many interactions between thresholds in various domains (p. 71). Walker and Salt point out that as the threshold is being approached the variability of the system increases and fluctuations occur. Monitoring these fluctuations will provide an indication of a likely change and of stability levels.

Walker and Salt (2012) reinforce the benefits of recognising that stakeholders will all have a different mental model of the system that is being conceived. It is important that the differences in these mental models be resolved and all people made aware of what the differences are. It is also important to plot the interaction of variables in the system, as the connections are particularly important. This can be done in a somewhat static way through the use of a systemigram, which is a diagram invented by Boardman and Sauser (2008) to show the relationship between entities and their effects on each other, with the type of effect being shown as a verb on the arrow. An example is provided in Figure 8.6.

A more complex method of describing a system is through system dynamics, which indicates the reinforcing and attracting processes of various variables on each other. There is great benefit in doing this in order to overcome simplistic solutions and particularly to ensure that today’s solution does not become tomorrow’s problem. Senge (1992) noted this; however, others, such as Bosch et al. (2013), have taken up system dynamics as part of a solution process.
Senge (1992) comments: ‘[O]ur mental models determine not only how we make sense of the world, but how we take action’ (p. 175). He cites Chris Argyris’s (1982) comment: ‘[A]lthough people do not [always] behave congruently with their espoused theories [i.e. what they say] they do behave congruently with their theories-in-use [i.e. their mental models]’ (p. 175). Senge (1992) comments that mental models are simple generalisations but they are also active and they shape how we act. They affect how we see the world. Senge provides the example of the Detroit carmakers who believed that people bought cars on the basis of styling, and not on the cars’ quality or reliability (pp. 175-6). While this belief has been overturned since the early 1980s, with the success of the Japanese cars in the USA, the strength of mental models in Detroit is an underlying factor that contributes to the fact that the city of Detroit is currently on the verge of bankruptcy.

Senge was also one of the first authors to popularise system dynamics processes, which he calls reinforcing and balancing processes (1992, p. 70). This recognised that

---

**Figure 8.6: An example of a systemigram from Boardman and Sauser.**  
problems have delay between cause and effect, such as adjusting the temperature in a shower with separate hot and cold taps. Finally, Senge also recognises the benefits of finding leveraged points when attempting to achieve the best benefit from action in a group, a methodology taken up by Bosch et al. (2013).

The process of adapting from one stability level to another

Adaptation

As systems adapt from one level of stability to another, the various forces which were balanced at the previous stability level need to change in their configurations in order to be balanced at another level of stability. As this chapter has previously discussed, the various systems within the complex system of systems need to adjust their configurations, and in doing so, entrepreneurial opportunities arise as the businesses which were gaining rent from the stable systems find their stable rents disrupted. The interconnection of the systems means that the behaviour of every part is shaped by feedback loops through the rest of the system. A mixture of positive and negative feedback promotes growth and change in the system as a whole (Marten, 2001).

Emergent properties occur. Genetic evolution and social organisation are examples of emergent properties at the population level. They are not properties of the individuals in a population. They emerge as special properties of populations. Such emergent properties provide the entrepreneurial opportunities. The connections within biological systems are demonstrated by the fact that the food supply for each species is a consequence of what happens in other parts of the complex system. Components at one level of the system interact primarily with other components at the same level and respond to what is occurring at other levels of the system.

Emergent properties shape the ways in which people interact with ecosystems and also with their mental models. For example, an emergent property is the refusal to recognise or accept the truth when it conflicts with existing beliefs. This includes selective filtering of information, which is used to protect existing belief systems of individuals and shared belief systems of society. While governments are encouraging universities to be more entrepreneurial and innovative, they neglect to see that the imposition of more controls on universities is likely to inhibit entrepreneurship and innovation. In this case, the central problem is the assumption in the mental model by government that governments lead and control.
All complex adaptive systems are self-organising, and this explains why they are so well-integrated. Homeostasis creates negative feedback loops which normally keep the body healthy. Negative feedback loops keep social systems within stability domains imposed by particular cultural, political and economic systems, while processes such as cultural evolution gradually change the shape of the domains. However, if the system’s environment changes significantly, the social systems will respond and sometimes experience major switches from one stability domain to another. The break-up of the former Soviet Union is a notable example. Glasnost and Perestroika created changes in the external environment of the state which set in motion a multitude of feedback loops that propelled the Soviet Union from the stable form of a single nation to separate nations, a domain which was reinforced by an increasingly failing economy. Rapidly changing economic and communication systems due to boundaries being brought down, and potential opportunities illustrated through handheld communication devices, provide evidence of the likelihood of further change.

Adaptation related to complexity

DeRosa, Grisogono, Ryan, and Norman (2008, p. 4) pick up the issues of a difference between the terms 'complicated' and 'complex', pointing out that the root of the word 'complicated' means 'to fold', whereas the root of the word 'complex' means 'to weave'. Snowden and Boone (2007) echo this distinction. DeRosa et al. (2008) conclude that complex systems require self-organisation, which includes patterns of behaviour that occur in the absence of any external controller. They add that self-organisation is ubiquitous in complex systems, that adaptation covers 'all the various processes that result in complex adaptive systems changing their behaviour, structure and function in ways that improve their success in their environment' (p. 4). Following entrepreneurial actions and change within a system, the effects are evaluated and the changes are accepted or eliminated.

System monitoring tools

The point has been made previously that when systems adapt from one stability level to another, entrepreneurial and innovative opportunities are released. The forces on systems to adapt include a range of aspects relevant to the economic and financial systems, political systems, technological systems and communication systems.
(including social networking systems). As a consequence, entrepreneurs need to concentrate on developing monitoring tools to indicate when systems are in distress and likely to need a major adaptation to a different level of stability. While monitoring tools exist for mechanical systems, such as the tools devised by Doebling, Farrar, and Prime (1996), reliability needs to be improved for environmental systems, including climate change and tsunamis; computing systems such as Windows 7; financial systems; power systems; pharmaceutical products and systems; and political systems.

**Bifurcations, excursions and predictors of change**

Bifurcations occur when a complex system changes from one form to another. Excursion occurs when there is temporary movement away from a consistent pattern. Basically, at a bifurcations point, a complex system loses its past stability and moves to another level of stability (Shashkov & Tureav, 1995). Cladis and Palffy-Muhoray (1995) studied bifurcation of chemical systems. They commented that, as part of this process, a host of localised structures are generated. They studied linear stability models and thereby demonstrated that they become unstable due to infinitesimal perturbations. They measured the amplitude and thus illustrated how the structure of the chemical changes dramatically. They also illustrated graphically how one system invades the current dominant system. They recognised that self-organisation plays a critical role in this change of structure. It is possible to plot variables such as the price of gold in order to assess whether the system has undergone an excursion or bifurcation.

It is noted that the change in stability level in the gold price from the early 1970s would lead to significant entrepreneurial opportunities. Developing ideas from Crutchfield (2009) leads one to the following conclusions that systems are more likely to fail if

- they are highly structured (that is, if they have high internal correlation or strong coupling)
- there is exponential amplification of small effects
- fluctuations and noise are amplified.

While Crutchfield (2009, p. 6) notes that fragility cannot be predicted in advance selectionism, which this chapter will discuss in a later section, is a form of model building and makes an attempt to explore the future of systems.
A question arises as to whether a high degree of coupling associated with a fragile system increases the likelihood of bifurcation. Crutchfield (2009) reinforces the notion that systems moving to a different level of stability do so 'following the process of functional pattern formation passing through the condition in neutral stability' (p. 5). It is interesting to speculate whether countries which unseat a dictator, to find that another dictator is installed, have not adequately exchanged their basic systems and hence only experience excursions rather than bifurcations.

**Some tools to use in managing a complex system**

**Self-organisation**

Self-organisation within an organisation can be described as a group spontaneously coming together to perform a task. The concept of self-organisation echoes emergent properties, and it also echoes the fact that a complex system cannot be understood as the sum of its parts, since it may not be discernible from the properties of the individual agents and how they may behave when interacting in large numbers. For example, studies have shown how highly segregated neighbourhoods can arise from
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only low levels of racism in individuals (Schelling, 1978, as cited in Ramalingam, Jones, Reba, & Young, 2008). The market is probably the exemplary self-organising system. As the Nobel Laureate Ilya Prigogine has put it (in Waldrop, 1992, as cited in Ramalingam et al., 2008, p. 49): '[T]he economy is a self-organising system, in which market structures are spontaneously organised by such things as the demand for labour and demand for goods and services'.

Westley, Zimmerman, and Quinn Patton (2006) argue that bottom-up behaviour seems illogical to Western minds … [W]e have a hierarchical bias against self-organisation … [which is displayed in] our common understanding of how human change happens, especially in organisations. Our popular management magazines are filled with stories of the omniscient CEO or leader who can see the opportunities or threats in the environment and leads the people into the light. However, self-organisation is critical to achieving change. (As cited in Ramalingam et al., 2008, p. 50, emphasis in the original)

Ramalingam et al. (2008) point out that self-organisation describes how the adaptive strategies of individual agents in particular settings are able to give rise to a whole range of emergent phenomena, including the emergence of resilience (pp. 49-50). They further note that self-organisation need not necessarily be about change, as it can be about resilience in the face of change. They see resilience as being continuous and often simultaneous stages of release, reorganisation, exploitation and conservation, including the possibility of the destruction of some existing organisational structures. This frees up essential resources and enables growth in new areas. Cycles of destruction in economies release innovation and creativity. Reorganisation is where there is competition for available resources which are then exploited by the dominant species or winning proposal.

Recognition of the need for a different leadership style

Leaders of system of systems teams need to recognise the importance of a different leadership style on complex, or systems of systems [SoS], projects. This includes the need for a number of soft skills such as comfort with ambiguity, comfort with being challenged, and even encouraging challenges, emotional intelligence, and other soft skills. These differences are shown in Table 8.2.
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The Helmsman Institute (2009) has found that a better choice of people for working on complex systems is people who are comfortable with ambiguity and have high emotional intelligence.

Entrepreneurship within a process

Bruyat and Julien (2000, p. 173) focus on the issues of new venture creation and recognise entrepreneurial imitation, entrepreneurial venture, entrepreneurial reproduction and entrepreneurial valorisation as part of the process of new value creation. They recognise that innovation is almost always a source of considerable new value creation, at least in a modern liberal democratic economy. They also note that this is consistent to some extent with the work of Baumol (1993, p. 206), who recognises that innovation leading to entrepreneurship adds value as well. They see the entrepreneurial venture as the main example of entrepreneurship, citing examples of creating new value, usually by an innovation, and sometimes creating a new economic sector. They see this as primarily a process of an individual modifying knowledge and relations networks, as well as modifying the speed with which the innovation is taken up by the environment. They also point out that the process timing is extremely important in attempting to understand entrepreneurial ventures. However, while recognising that timing of entrepreneurial activities is of importance, they provide no guidance on what constitutes appropriate timing. Therefore, relating entrepreneurial opportunities to systems that are adjusting stability levels provides a means to anchor a timeframe.

<table>
<thead>
<tr>
<th>Traditional leadership</th>
<th>Leadership for complex issues (Snowden &amp; Boone, 2007) — SoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyse and respond;</td>
<td>Probe, sense and respond;</td>
</tr>
<tr>
<td>Create panels of experts;</td>
<td>Increase levels of interaction and communication;</td>
</tr>
<tr>
<td>Listen to conflicting ideas.</td>
<td>Use methods that can help generate ideas;</td>
</tr>
<tr>
<td></td>
<td>Open up discussion through large group methods;</td>
</tr>
<tr>
<td></td>
<td>Create environments and experiments that allow patterns to emerge;</td>
</tr>
<tr>
<td></td>
<td>Encourage dissent and diversity; and manage starting conditions;</td>
</tr>
<tr>
<td></td>
<td>Monitor for emergence.</td>
</tr>
</tbody>
</table>

Table 8.2: Leadership styles for reductionist models and complex systems.
Source: Courtesy of the author.
**Region of maximum adaptability and entrepreneurial opportunities**

It is important to recognise that the region of maximum adaptive change occurs as organisations move out of the control space, which Ashby called 'requisite variety', into the complexity region (Ashby, 1956). Kaufmann (1993) terms this the 'melting zone of maximum adaptive capability'. Bak (1996) argues that, to survive, organisations need to be capable of staying within the melting zone, maintaining themselves in a state of self-organised criticality. The other side of the space is defined by organisations moving out of the complexity area into the chaos space. The space which Ashby called requisite variety is the normal rental space of traditional organisations and performs with normal 'rents'; it is not the space where entrepreneurs make a major killing. Enterprise staff are encouraged to remain in this complexity space by strong adaptive tensions. Jack Welch, the CEO of General Electric, who added more value to an organisation than any other CEO in the twentieth century, an amount of $480 billion, created the adaptive tension by a number of methods. These include his statement, '[B]e number one, or number two, or else' (as cited in McKelvey, 2010, p. 11). He also categorised staff into three groups, essentially as follows: A — you agree with my vision; B — you are undecided and have little time; C — you don’t agree and out. 130 000 staff were let go by the operation of these somewhat Draconian measures (as cited in McKelvey, 2010, p. 8).

However, this adaptive tension, aligned with the pressure put on natural systems through environment, will change. This is the pressure that forces natural systems to adjust. In extreme situations it creates change in stability level by the system. However, Bruyat and Julien (2000) recognise that entrepreneurship is enhanced by having a supportive process, and they cite a number of authors supporting this view. They see the individual in terms of someone who is willing to take risks, as someone who is proactive and innovative in the pursuit of the opportunity without regard to the resources he or she currently controls. They recognise the role of the environment but do not address any detail other than noting that researchers in the field of entrepreneurship are concerned with the emerging phase, at a given time in the enterprise life cycle. Some of the supportive processes of complex systems — such as self-organisation, complexity-style leadership, creating meaning and system dynamics — address this need. This chapter will address further approaches in subsequent sections.
Anticipating change

Sensing a change

An important issue to consider is that sensing of a change in a system, in order to maintain stability (such as driving a car and remaining between the lane markers), is facilitated by early detection because one can benefit by early action. The same principle applies in terms of benefiting from detecting the changes due to different levels of stability.

I argued previously that entrepreneurial opportunities are more likely to be available due to a structural change in any one of a number of systems, including (but not limited to) technological, political, economic, social, legal, environmental and cultural systems, or in combination with changes in some of these systems. The current successes of Apple’s iPhone and iPad, and some of their competitors, appear to have been supported by the ability of powerful computing division available on a very small disk-space, clever software which allows multi-functions with minimal coupling, touch-screen technology, the development of a clever business model and the software architecture to support it. These allow application makers to develop applications both for the maker’s benefit and in recognition of the public’s willingness to use tools such as capable Wi-Fi, for which Apple receives a significant percentage. While a number of these systems need to be ready, and in the case of the iPad and the iPhone, were available for a few years before these devices appeared, Apple was the first to couple the possibility with the capability and successfully exploit the timing of systemic change. Steve Jobs was obviously a visionary in seeing these possibilities. However, if tools could be created to balance the vision with the confidence of results from the marketplace, maybe many of us could confidently explore such a venture.

Tools do exist in some applications for sensing a change in a system. For example, Yuan et al. (1993, p. 14936) proposed the use of the global positioning system to monitor and sense changes in the environment. Okoye and Koeln (2003) review remote sensing by satellites and point out that, for remote sensing to be of value, the key variables have to be monitored, and this suggests that an understanding of what the key variables or drivers of entrepreneurial opportunities are is necessary if tools are to be useful.

This chapter suggests that a key variable that can indicate system adaptation could possibly be the recognition of major change in any one of the following systems:
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financial, economic, political, social, cultural, technological, environmental, religious and legal.

Indicators of change are likely to be:

- the structure of the system
- the inputs to the system
- the outputs from the system
- the relationship of inputs and outputs to the system
- the relationship between the system and its environment.

A further illustration of systems changing stability level is provided by political change occurring in some Arab countries, such as Egypt and Libya, which has been titled the 'Arab Spring'. This major political change should have provided entrepreneurial opportunities. Further examples (which have been much more obvious publicly) are the change in the role of women (as they become more independent) and the ageing of the population. Both of these changes provided entrepreneurial opportunities. These variables, however, require testing by more rigorous research.

Creating meaning

An issue that is important in recognising a change to a system is the ability to create meaning from a range of inputs. Some useful work has been done on the creation of meaning by sensemaking. Klein, Moon, and Hoffman (2006) propose a model of sensemaking which may assist. It is based on the notion that when people try to make sense of events, they begin with some perspective, viewpoint or framework (p. 88) — however minimal or metaphoric — which Klein et al. call a 'frame' (pp. 88-9). This might be based on a story, a map, organisational diagrams or scripts. Klein et al. further comment that

Even though frames define what count as data, they themselves actually shape the data (for example, a house fire will be perceived differently by the homeowner, the fire fighters, and the arson investigators) …

Frames change as we acquire data. In other words, this is a two-way street: Frames shape and define the relevant data, and data mandate that frames change in nontrivial ways …

The process captures a number of sensemaking activities. Sensemaking can involve elaborating the frame by adding details, and questioning the frame and
doubting the explanations it provides. A frame functions as a hypothesis about the connections among data. (p. 88)

The approach is to come to a preliminary conclusion in sensemaking and then to attempt to find data to disprove the conclusion and replace it with a better one.

The sensemaking activity here, akin to Piaget’s notion of accommodation, is to find some sort of frame that plausibly links the events that are being explained. Each of these aspects of sensemaking has its own dynamics, strategies and requirements. Recognising a frame and recognising data are different processes from elaborating a frame that has already been adopted, and this is different from explaining away inconsistencies. Different still are the reactions to questioning a frame — choosing between alternative frames and constructing a frame where none exists. There is considerable research support for this approach (Klein et al., 2006, p. 88), which suggests that efforts to train decision makers to keep an open mind may be inappropriate. Klein et al. also comment that ‘spoon-feeding interpretations to the human (via such methods as data fusion) can be counterproductive’ (p. 89). Further:

Another implication of the Data/Frame Theory concerns using feedback to promote learning. Frames are by nature reductive. And yet, frames can help overcome the reductive tendency. The commitment to a frame must be coupled with a motive to test the frame to discover when it’s inaccurate. (Klein et al., 2006, p. 89)

Given that the tendency of many people is to provide a response to a situation based on reductionism, which is essentially counter to a complex system explanation, an approach which reduces a reductive response is of significant benefit. Klein et al. further comment that ‘the decision research literature suggests that people are inclined to look for and notice information that confirms a view rather than information that disconfirms it’ (p. 90).

Kurtz and Snowden (2003) support Klein et al., but question some of their assumptions:

- the assumption of order (i.e. the assumption that cause and effect are related in human interactions and markets)
- the assumption of rational choice (i.e. the assumption that people are rational).

Kurtz and Snowden argue that these assumptions are true within some contexts, but they are not universally true. Kurtz and Snowden endorse tracking patterns,
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supporting the points above about checking inputs, outputs and the structure of system.

**Being ready**

Lock, De Meyer, and Pich (2007) address the issue of searching for unknown unknowns; however, their techniques may be applicable in searching for entrepreneurial opportunities. Their methodology is to explore a future situation through a method called selectionism. Their approach is that, in the face of uncertainty, several parallel solution attempts should be launched, or sub-projects, each with a different solution strategy to the problem in hand. The hope is that one of these attempts will succeed and lead to a useful outcome. Success depends on generating enough variations so that, 'ex post, we obtain desirable results' (p. 124).

Loch et al. (2006) refer to a study of fifty-six new business development projects in which the one key difference between firms that are able to adapt to a changing environment and those that fail to do so lies in their ability to apply selectionism — that is, in creating a variety of solution approaches. As the degree of environmental change increases — that is, as the unknown unknowns increase — selectionism increases in importance and produces better solutions than continuous improvement.

**What makes selectionism work?**

Loch et al. (2006, pp. 133-6) identify the following reasons for selectionism to be successful, which they categorise as questions. These questions are essentially:

- In what space are we going to form alternatives? What is the set space of feasible and practical solutions?
- How many options, sets, or experiments can one afford to carry out simultaneously?
- When do we stop trials?
- How does one ensure that the selection indeed happens, and how does one create a commitment to the selected outcome?

The key to the success of selectionism is the ability to integrate learning across the projects. How does one leverage the learning or other benefits from the non-selected experiment?
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Toyota, for example, is very careful to determine the set space. Functional departments within it are required to develop systems simultaneously and to define feasible regions from their perspective. In parallel they put the primary design constraints on the system based on their experience, analysis, experimentation and testing, as well as outside information. These design constraints are translated into engineering checklists, which are used throughout the project to filter possible trials or sets (Loch et al., 2006, p. 132).

How many trials in parallel?

Loch et al. (2006) comment that the answer to the above question depends on four drivers noted above. Clearly the more complex the problem, or sub-problem, the more trials are required. This is strongly backed by research literature. Therefore the organisation needs a manager who can manage multiple projects, which means juggling multiple balls at once. A good system architecture is required.

Leveraging the benefits of non-selected outcomes

Even though a trial may not have led to a result which will be used on the current project there will be benefits which can be used. These benefits are usually embedded in people, and getting these benefits means careful career management of these people.

Selectionism and learning in projects

In order to gain the best combination of selection and learning, Loch et al. (2006, p. 145) outline different approaches: 'The Darwinian approach is pure selectionism with projects running in parallel and allowed to compete, the unknown unknowns are revealed, and the best project is chosen after this'.

The value of Darwinian and sequential learning

For the Darwinian selection process operated by offering multiple models of a manufactured product, the benefit of the information is significant but the cost of developing multiple solutions and projects is quite high. Clearly Darwinian selection is favoured when the cost of running multiple trials is relatively cheap and/or the cost of delays is quite high. A criticism of the methodology is that it can be resource-
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Intensive. However, this resource use is made more economical by preliminary exercises in sensemaking.

Overall comments

The general theme of this chapter has been the application of complexity theory to entrepreneurship and particularly to recognising entrepreneurial opportunities through the breakdown of systems and especially systems changing levels of stability.

This chapter has demonstrated that there are many examples of systems breaking down, from the early introduction of the concept of changing socio-technical systems with six distinct phases. In recent years we have seen possibly the most extreme form of instability in the global financial system. Correcting this instability in the USA, and particularly the European community, has been quite difficult. With such changes occurring in the world, there are a multitude of opportunities for entrepreneurs who recognise a complex systems perspective rather than a reductionist one, and who use the tools of complex systems.

Conclusions

This chapter concludes that there is strong evidence to support the following statements:

• Firms discover and exploit entrepreneurial opportunities to create value and sustain competitive advantage by recognising that entrepreneurial opportunities are released and enhanced as complex systems adjust from one level of stability to another.

• The adjustment of complex systems is due to contextual and environmental pressures on such systems.

• Examples of complex systems include (but are not limited to) political, financial and economic, scientific and technological, legal, environmental, cultural and religious systems.

• Normally, there is interaction between a number of the systems as they adjust.

• Strategic management and entrepreneurship literature examines the nature and character of entrepreneurial opportunities and the
entrepreneurial strategies that firms employ to seize and commercialise these opportunities.

- Using the tools of complex systems assists understanding and management of these complex systems issues.
- Such release of entrepreneurial opportunities is recognised to fit within a process in which a firm develops and exploits such opportunities.
- However, in order to benefit from the process of adaptation, a firm and individuals need to quickly sense the change in a complex system and the adaptation process, create meaning from the change in order to identify a direction of that change, and respond promptly to initiate the process using the entrepreneurial techniques and processes of the individual or enterprise.
- Interpreting the potential opportunities is assisted by sensemaking techniques.
- Identifying potential changes in complex systems is assisted by exploring future possibilities in which selectionism assists in exploring meaning more rapidly.

**Future research**

Important areas to investigate are as follows:

1. **Investigation of system dynamics techniques and whether these suggest complex systems may be under stress:**
   The implications of current initiatives explored through system dynamics techniques may provide a long-term indicator of systems which will become unstable.

2. **Development of the systemigram technique and the relevant power-indicating verbs, which are placed on the arrows:**
   Various alternative approaches can be used to describe the power relationships between organisations; however, focusing on power relationships which support entrepreneurial activity may be possible.
Integrating Innovation

3. Development of tools to sensitively predict when social and other systems are under stress and moving towards potential changes of stability level:
   This approach may include Points 1 and 2 above but should go beyond these.

4. Development of the general techniques of sensemaking in terms of the specialist application to systems changing stability levels:
   The general approaches to sensemaking have been outlined; however, there are opportunities for a specialist approach for entrepreneurship and innovation.

5. Investigation of the cost/benefit of selectionism and whether selectionism processes are more costly than the benefits they bring:
   This requires investigation scenario planning on how this can be brought into the process of exploring the possibility of system changes.
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Introduction

This research examines a case study of government creative industries development interventions in South Australia (SA). The intervention was focused specifically in improving firms (such as those in advertising, art, crafts, design, fashion, film, music, publishing, video games and TV) which use digital media tools. O’Connor and Greene (2007) suggest that government intervention in entrepreneurship is grounded in two schools of thought. The first addresses information asymmetry and adopts a resource-based view (Barney, 1991), while the second relates to market failures (Parker, 2004) where government intervention substitutes for, or simulates, a market response.

The resource-based view of government intervention follows the argument that governments need to provide resource support to fill knowledge-gaps. These knowledge-gaps may include a lack of awareness of available resources or poor capabilities due to insufficient experience, skills or knowledge to undertake certain tasks or capitalise on opportunities. By contrast a market failure occurs when there is
knowledge but insufficient incentive for a market response. O’Gorman and Kautonen (2004) have argued that market failure policy measures, such as those that respond to a financing market failure for early-stage ventures, for instance, are ineffective without the entrepreneurs who perceive or discover market opportunities. This suggests that there may be interdependencies between the knowledge-gaps and the market failure policy drivers. For example, knowledge-gaps or information asymmetry such as poor entrepreneurial capability may underpin the failure of a market response. That is, the market will respond without knowing there is a capability gap. Similarly, failures of market response may exacerbate a knowledge or capability gap or deficiency that remains unfulfilled while there is no market driver. This opens up the need to analyse government interventions by adopting a systems perspective.

We analysed the case study using system perspectives to show how government interventions interlink to support the financial, relational, physical and human resource gaps/market failures. We argue that government plays a critical role in facilitating links between resource sources that would not connect without a structural system and incentive to bring them together. Further, by conducting a systems analysis we highlight the need for strategic engagement between stakeholders which provides focus, intent and competitive direction.

We address our study through two main research questions:
1. What role does government play in forming regional system interventions?
2. How would these interventions intersect with an intellectual capital [IC] analysis framework if they were conducted at a regional level?

In this chapter we first introduce the case in focus for this study before briefly reviewing the literature on the two main interventions to exhibit the logic behind these interventions and illustrate the known limitations. Next we discuss an overview of a systems perspective for complexity sciences, and we overlay and present the IC approach as a means of providing specific tools for an industry development system analysis. We then discuss how an IC systems analysis may inform governments that wish to embed interventions in the active market place.

**The SA Government intervention**

The Government of South Australia promoted an intervention in 2009, the Digital Tomorrow program, to stimulate the growth of the creative industries in South
Integrating Innovation

Australia. According to the Creative Industries Catalyst, the growth rate of the digital media industry across Australia was 138 per cent over the three years prior to the intervention, while in SA that growth rate had been 14 per cent. Further, Parker, Tims, and Wright (2006) highlighted the social inequity encountered by 'creative' individuals moving into the workforce. Essentially they argued that those rich in financial and social capital succeeded ahead of those poor in these areas. Furthermore, the report suggested that the education and training provided by traditional education models left graduates in the field short on commercial, entrepreneurial and networking skills.

The intervention had two main aspects. The first involved addressing the perceived resource gap intervention in terms of education and training. The second focused attention on the Digital Tomorrow Studio (a digital media business incubator), which in effect was a market failure intervention where the government provided small grants, business accommodation and networking support for fledgling digital media businesses. The intervention initiated the development of entrepreneurship education to facilitate regional development and remedy a perceived information asymmetry for intending participants in the higher education sector. This part of the program supported education for both active and potential start-up business founders to increase their skills and capabilities in capturing opportunities and improving their chance of success.

A second part of the intervention was to provide business incubation and funding support through the Digital Tomorrow Studio. Hackett and Dilts (2004) acknowledge business incubation as a means to help minimise the risks while maximising survival and growth of new ventures. In effect, the business incubation intervention was designed to meet a market failure whereby funding and early-stage business development support were unavailable to promising young businesses in the creative industries. Furthermore, the incubator provided companies with the possibility of collaborating with other companies in the same industry, creating synergies in innovation activities. It is well-recognised that innovation results from the interaction of different actors (Corsaro, Cantù, & Tunisini, 2012) and from unique combinations of resources (Cantù, Corsaro, & Snehota, 2012). Westerlund and Rajala (2010) describe the innovation development as a co-creation process.
Rationale for the adopted government interventions

In the following sections, we discuss the rationale and a brief literature review for each of the types of intervention (entrepreneurship education and business incubation) adopted by the government.

Entrepreneurship education

Keogh and Galloway (2004) claim that tertiary education institutions have an obligation to provide appropriate education that prepares students to operate and contribute to an economy. Further, to stimulate industry development, policy makers may turn to entrepreneurship education and training as 'an efficient mechanism for increasing entrepreneurial activity' (Martinez, Levie, Kelley, Sæmundsson, & Schøtt, 2010, p. 43). Adcroft, Willis, and Dhaliwal (2004) argue that education in entrepreneurship, like management, should not be considered alone and without deference to the contributions of other segments of the community that create industry structures, market conditions, labour-cost factors and general resource conditions. These authors promote the idea of the need for entrepreneurship educators to consult broadly with institutional and sectoral stakeholders to identify issues of information asymmetry and strategic resource building when concerns for regional development are priority.

O’Connor (2009) — also one of the authors of this chapter — claims that left to its own devices, the education sector will follow economic rules of supply and demand in response to pressures exerted by potential students and industry. However, as Etzkowitz (2003) points out, '… the interaction in university-industry-government is the key to improving the conditions for innovation in a knowledge-based society' (p. 295). This implies that if universities are to fulfill broad socio-economic aims, relying on industry demand pressures to prompt development of education will be ineffective. Responses to failures in the dynamics for regional development require instead a proactive engagement between government, industry and tertiary education if regional strategic initiatives are to be conceived and successfully driven.

Carey and Naudin (2006) have examined the need for research to improve the enterprise curriculum for creative industries students. One conclusion they have drawn is that 'more research is required in order to identify how faculties can more effectively share their specific knowledge and work together to make better use of
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existing internal as well as external resources’ (Carey & Naudin 2006, p. 529). Similarly, Laukkanen (2000) has also called for the need to better understand university-based mechanisms that support regional evolution. In essence, entrepreneurship education can be considered as part of a regional innovation system and yet little is understood with respect to questions about how this education links to the innovation system.

Business incubation

Hackett and Dilts (2004) advocate business incubation as a means of overcoming some of the problems of market failure and, to some extent, information asymmetry. They define a business incubator as a shared facility that provides its incubatees with a strategic, value-adding intervention system of monitoring and business assistance. This system controls and links resources with the objective of facilitating the successful new venture development of the incubatees while simultaneously containing the cost of their potential failure. (p. 57)

Business incubator programs also serve different purposes. Grimaldi and Grandi (2005) suggest that the incubator concept promotes an effective means for incubator participants to integrate the acquisition of resources and start-up management techniques. The business incubator program is also recognised as a mechanism for uplifting the economy by encouraging development of new practical entrepreneurial ideas, and also increasing the likelihood of a person establishing companies (Aeroudt, 2004; Grimaldi & Grandi, 2005). O’Connor, Burnett, and Hancock (2009) also suggest that a business incubator program can be part of an entrepreneurship education system, and de Foite, Henry, Johnston, and Van Der Sijde (2003) add that they can act as a structured training program. Smilor (1987) summarises the incubation process to illustrate the different inputs and outputs in Figure 9.1.

In the context of new or emerging industries where there are few commercial backers, governments have been stepping in as investors in business incubation, as can be seen in Figure 9.1, which shows government affiliation for some incubators. However, there is paucity in the literature on research that investigates whether the incubation process is actually effective (Hackett & Dilts, 2004), and past studies have highlighted this deficiency. For instance, the OECD (Organisation for Economic Co-operation and Development, 1999, p. 1) found that ‘despite the investment of significant public funds, few science parks in Australia are credited with success’. Business incubation plays a part in the regional innovation system but, like
entrepreneurship education, how it plays a part in the growth of innovation within a region is less understood.

**Systems analysis and intellectual capital [IC]**

There is a significant amount of literature connected with IC and National Innovation Systems [NIS] which addresses differences between innovative and competitive capacities (Hervas Oliver, Rojas, Martins, & Cervello Royo, 2011). Lin and Edvinsson (2008) recognise that knowledge assets are essential for regional development. Also, regional innovation systems theories can be used as a framework for policy makers where regional resources are used to improve firms and region growth.
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(Doloreux & Parto, 2005, pp. 1-2). Gertler (1995) also recognises that proximity brings advantages for knowledge dissemination at inter-organisational level, while collaboration is essential in contemporary business (Gulati, Nohria, & Zaheer, 2000; Westerlund & Rajala, 2010).

The IC perspective focuses on country or region differences in outputs from the intangible point of view (Bontis, 2004; Stahle & Bounfour, 2008). This suggests that a systems approach to understanding failures within the market dynamics is important for government if it is to formulate policies that will be effective. However, there is limited beneficial research that assists a systems perspective. For instance, Corsaro, Cantù, and Tunisini (2012) argue that not many studies have focused on actors in innovation networks, and furthermore, given the heterogeneity among these actors, there is a need for more theoretical and empirical research.

In seeking to understand the roles and differing perspectives of government, industry and the education sector, the Triple Helix Model (THM) provides a useful reference that is embedded within the discourse on the NIS. The THM is described as a model useful for analysing innovation activities in a knowledge-based economy. It emphasises the importance of the relationships between firms, government and universities on the transfer of knowledge which is the key factor inherent in innovation systems (Cooke & Leydesdorff, 2006; Etzkowitz, 2003; Etzkowitz & Leydesdorff, 2000; Leydesdorff & Etzkowitz, 1998). The THM recognises the important role that universities play in knowledge-based economies (Etzkowitz & Leydesdorff, 2000). Importantly, though, for our purposes, the THM is an accepted framework that suggests the importance of a system within a region with respect to expanding innovation activity, although we argue that it falls short as a tool for providing deepening understanding of the system elements and behaviours.

Building on systems theory (notably Ashby's [1956] law of requisite variety) and theories of economic demography, Roos (2012) argues that in the context of a small economy, markets are less developed and hence less efficient. While some factors such as job creation and infrastructure investment (or the lack of these) may be obvious indicators of market failure and poor resource endowment or allocation, in certain industries, the intangible and more intellectually focused factors are less obvious and hence harder to track and detect. Scholars such as Lin and Edvinsson (2008) and Stewart (1997) describe non-monetary and non-physical resources as associated with knowledge, intellectual property and experience. Edvinsson & Malone (1997) put it
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another way, saying that we can view these intangible resource as the basis for future capabilities. They form part of what is known as intellectual capital and we extend Roos, Pike, and Fernström’s (2005, p. 19) definition of intellectual capital at the organisational level as 'all nonmonetary and nonphysical resources that are fully or partly controlled by the organisation and that contribute to the organisation’s value creation' to apply it at an industry development level.

Because they are non-additive in nature, intellectual capital resources behave differently from monetary and physical resources and should be managed differently. In application, the approach to IC analysis that we adopted for this chapter emphasises clusters of similar marginal utility behaviour¹, which are divided into three categories as follows:

- relational: the social capital associated with individuals and organisations
- organisational: a firm’s infrastructure, processes, culture and so on
- human: the skills, knowledge, attitude and intellectual capacities of individuals.

Other grouping approaches have been used to distinguish an organisation’s assets and capabilities; however, these have been criticised for lack of clarity in distinction of asset or resource classes, which leads to overlaps (Leliaert, Candries, & Tilmans, 2003; Stewart, 1997) or missing components of value creation (McElroy, 2002).

Past authors such as Peppard and Rylander (2001) have adopted the IC marginal utility for a commercial case, and O’Connor, Roos, and Vickers-Willis (2007) have adopted it for a government case, to illustrate the development and implementation of an organisation’s strategy. We argue that industry development takes on similar properties to organisational growth and development strategies, and intellectual capital is critical to addressing the problems that the creative industries sector faces when it comes to market failures and securing resources efficiently and effectively. As such, there can be a role for the government to intervene. The aim of this chapter is to expose the roles of government and to overlay an IC systems perspective on an empirical case to identify the benefits that an IC approach may have for informing government market system interventions.

¹ Marginal utility behaviour is an economic term that refers to the extra benefit gained from an incremental increase in the asset. It has its roots in consumer behaviour theory; however, here we apply it to the returns that accrue to an organisation through the growth of a particular asset. The economic behaviour may exhibit either diminishing or increasing returns.
System perspectives of government intervention

From the perspective of complexity sciences, in order to understand systems and system interactions, McKelvey (2004) suggests that four types of analysis can be undertaken.

The first type of analysis seeks to identify the actors and boundaries of the system. The second type of analysis is based on efficient economic and other market theories, which provide a causal level of analysis that assumes rational behaviour. This analysis does not so much predict (because the rules of this form of behaviour are influenced by non-rational inputs that are not accounted for by these methods) as suggest the types of input and output relationships that might be expected if all conditions were universally equal. It is upon these sets of conditions that failures are perceived in market response, whereby non-rational economic behaviour can confound the market economic system.

A system(s) examination also needs to take into account a third analysis of the material and localised conditions to comprehend information asymmetries and the ability of the entrepreneur to acquire the skills, knowledge, capabilities and networks necessary to create any certain form of differentiated products/services. For example, if local conditions do not provide access to expertise and knowledge in a particular new technology, then it is unlikely that a local entrepreneur would engage in a new venture creation related to that expertise and knowledge, and the entrepreneur would find opportunities in areas better supported under the local conditions by education, facilities or capabilities. This level of analysis focuses on information asymmetry, which provides the basis for government’s reactive intervention.

The fourth type of analysis requires an examination of the structural and institutional drivers that provide the organisational means for actors to interact within and across different system levels. In terms of hierarchy, this analysis, for instance, examines the bottom-up push that may come from industry, which provides a mechanism for actors, legitimises behaviour and creates connectivity between the system levels. Similarly, from a top-down perspective, government may provide structural support by introducing programs and incentives that provide a platform for interconnective behaviours. It is this fourth level of analysis that identifies the infrastructural gaps and the potential policies and programs that are required to fill the market failures and resource gaps not addressed by current infrastructural mechanisms.
IC analysis perspective

While there are various means and methods for innovation system analysis, the tools of analysis are less defined than the models (for instance, the THM; see Etzkowitz & Klofsten, 2005) or the process (see for instance Bergek, Jacobsson, Carlsson, Lindmark, & Rickne, 2008). Intellectual capital, on the other hand, when used as an interpretive lens or research perspective on an organisation, acts as either a measurement tool for establishing intangible value or a strategic management tool for building and deploying knowledge (Pike, Rylander, & Roos, 2002; von Krogh, Nonaka, & Aben, 2001); and it is the latter that is of interest in this research. Peppard and Rylander (2001) suggest that an intellectual capital approach to strategy analysis and development also has four stages.

The first stage is to operationalise the value creation pathway, which entails identifying the stakeholders and the value they seek from the venture. The management team would then seek to prioritise among the stakeholders in order to surface strategic priorities. This is akin to Stage One of a systems perspective of actor identification and defining boundaries. Stage Two of an IC analysis brings into focus the specific strategic intent that the firm needs to follow in order to satisfy the value creation expectations of the dominant or selected stakeholder position. Similar to the second stage systems analysis, this IC analysis stage provides the direction and the coherent and consistent view of the organisation and defines the expected inputs and outputs that would satisfy the value creation system, framing the analysis for the remaining stages.

The third stage of an IC analysis articulates the value creation pathway by describing how the organisation creates value through its use and deployment of resources. Through this process the strengths and weaknesses of the resource base are identified along with the critical priorities for development of particular resources within the context of how they add or create value toward the organisation’s strategic intent. This, too, takes on aspects of system analysis in its third stage, which examines the local conditions (or local resource base) as a means to locate areas of information asymmetry, knowledge or resource gaps. Similar to a regional analysis, a firm seeks to maximise its value creation system by identifying and building a functional resource base.

The fourth and last step in an IC analysis framework is to articulate the IC Navigator, which is a diagrammatic tool that visualises and exposes the value
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creation pathways and resource transformation system. In a similar fashion to the Mckelvey system analysis, the concern with this level of analysis is the transformation processes which may be driven from either bottom-up or top-down. The management team of an organisation needs to ensure that the organisational dimensions enable the support of the value creation system in the same way as governments respond to their analysis by formulating programs and policies that provide the structural backdrop to value creation within a region.

The systems view of complexity science and IC analysis techniques therefore have similar stages and are concerned with similar issues, although the IC set of tools is generally applied to a firm level. In the following sections, we seek to overlay the IC tools of firm-level strategy analysis by adapting them to the regional system level. We first review the development of the digital media industry intervention from a THM and systems perspective and then detail how an IC approach would be applied and the outcomes that may follow from such an approach.

Applying the system analysis perspectives to the SA Government intervention case

We first frame the case of the development of the creative industries government intervention within the systems analysis perspective, as suggested by Mckelvey (2004), and then adopt an IC analysis approach. Contrasting the two methods helps to understand the system and the type of government response to the failures suggested by each analysis.

A complex systems analysis

The priority of a systems analysis from a government’s perspective is to determine the different active stakeholders within the system to understand and frame the inputs and outcomes that are necessary and desired from an intervention. In this analysis from a regional perspective, we aggregate the stakeholders into the three sectors of government, industry and university that comply with the THM (Cooke, 1998; Etzkowitz, 2003; Etzkowitz & Leydesdorff, 2000; Leydesdorff & Etzkowitz, 1998). These three actors are organised in independent institutional spheres (Zhou, 2008).

In the SA context, the state government initiated the discussion in 2009 and set the agenda with respect to purpose and participant inclusion. The state government was looking to provide opportunities for creative industries (more specifically,
digital media) participants to improve their social capital and network participation with respect to stimulating further entrepreneurship within the sector. The state government wanted to develop the creative sector through improving the sector’s access to different resources. A key objective and motivator for the government was to remediate the slow growth of the sector in SA and position the industry as a key economic contributor to the state. The intervention process was entirely stimulated and driven by the state government’s Department of the Premier and Cabinet, which was responding to a broader agenda designed to increase employment opportunities and economic growth within SA. SA’s Strategic Plan (Government of South Australia, 2007) outlined several targets which fit together like a mosaic to frame the particular IC intervention. For that purpose the government involved industry members and the university sector, and through them, enhanced collaboration for development of the industry sector.

The industry sector was consulted and played a relatively minor but important role in the development of the intervention. For instance, nineteen industry representatives participated in the education development forum that provided insights into expectations of how education might fill the knowledge-gap in their industry. As the Tomorrow Studio developed, industry became progressively more involved in terms of providing support to the young digital media businesses. The primary aims of the industry as a group were to adequately resource the sector for growth and reach a critical mass that could sustain a skilled and knowledgeable workforce in SA.

The third stakeholder engaged by the initiative was the university sector. There are three substantial universities within SA: the University of Adelaide, the University of South Australia, and Flinders University. There are also a number of smaller outpost campuses from interstate and international universities that offer specialised or niche programs. The SA Government initiation of engagement with the university sector was enacted via agreement with the Entrepreneurship, Commercialisation and Innovation Centre at the University of Adelaide, where two of the authors of this chapter work. The role of the Entrepreneurship Centre became one of facilitator, as a representative from the centre met with stakeholders from each of the main three universities. As a result of this consultation, it was clear that the primary and overarching motivation for the university sector to participate in this initiative was the desire to offer a better student experience and improved student outcomes.
Perceived gaps in the industry prompting government intervention

In sum, the analysis of stakeholders suggested that each had different drivers that motivated a commonly agreed and preferred outcome. The state government subsequently undertook an analysis on the industry issues which it perceived as needing some response, and this resulted in the following list of key issues:

- a lack of global business relationships
- the perception that local business people were not generally risk takers
- entrepreneurial cultural problems within business and government
- the difficulty of attempting to expand out of the local region
- limited creative use or clever use of technologies
- limited creative problem-solving capabilities
- the transition for an individual between being creative and being commercial being thought to be often too difficult.

These points contribute to a lack of industry participation in the creative industries (digital media) — or, to put it another way, there was a low relative proportion of industry in this sector. From a human capital perspective, there are too few appropriately skilled people and there is a lack of entrepreneurial drive among those who enter the sector.

In ideal circumstances the digital media sector would respond to local and global demand, and certainly there were some SA businesses within the sector which had become global players with international reputations. An example is Rising Sun Pictures, which has won industry awards and lucrative international contracts for digital animation in Hollywood blockbuster films; another example is Resin, which specialises in digital effects and animation in the advertising and movie industries. However, this relatively small group of leading-edge industry players was insufficient to fuel high levels of sector growth.

Reviewing local conditions and resource gaps

The local conditions suggested that the industry was poorly supported, and the majority opinion was that the lack of state dynamics in terms of infrastructure and human capital was both a market- and resource-based failure. Despite the presence within the sector of private financial investor networks, government-backed
business enterprise support centres and some highly successful businesses, these were insufficient to kickstart growth. From this context the state government could conceive the particular initiatives that formed part of the Digital Tomorrow program.

The first order of business was the need to overcome the market failures in terms of early-stage financing and support for new and emerging businesses within the sector. There was a notable absence of local early-stage financing for ventures in this sector and no dedicated infrastructural support to nurture young businesses. This suggested a need for a place where like-minded young businesses could share ideas, concepts and knowledge with a view to creating a focal point for critical mass. The size of the local market also suggested that private enterprise and local new business-support infrastructure would not substantially support such a narrowly based sector, and therefore government intervention was warranted.

Perhaps more notable was the lack of awareness of opportunities within the sector, specifically the lack of skills in identifying and exploiting entrepreneurial opportunities. The second part of the program would need to involve developing the human capital of the sector, which meant addressing both awareness levels and the entrepreneurial skill shortage problem. It was generally found that there were sufficient technical knowledge and skills-based opportunities through undergraduate courses and programs in digital media offered in the local region, but the missing elements were the entrepreneurial flair and industry readiness of the graduates and anything specifically available at the postgraduate course level.

Government intervention through the education and training systems can improve entrepreneurial skills and motivation (Lundström & Stevenson, 2005). Education and training allows knowledge to be transferred between actors. The government plays an important role in these systems, as sometimes actors are required to exchange information and come together to find innovative solutions through sharing knowledge. In this case, initial discussions between the government and the university stakeholder group centred on the development of a specific postgraduate entrepreneurship study program for creative industries students. Further discussion led to a more refined focus — instead of focusing on creating a program, concentration shifted to a tailored and specific postgraduate course. From this perspective, the intention was also not that any one tertiary education institution should be dominant, but instead that each university would fit entrepreneurship
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Creating structural and institutional drivers

In essence, the Digital Tomorrow Studio initiative was designed to fill the gap left by the market failures in terms of early-stage financing and support for new and emerging businesses within the sector. Given the absence of local early-stage financing for ventures in this sector, the program included small competitive grants that aimed to give promising businesses the opportunity to finance the initial stages of business and market establishment. In addition, the Digital Tomorrow Studio provided a place for like-minded young businesses to share ideas, concepts and knowledge. The Studio also ran workshops and invited guest speakers in response to the particular needs that the surveyed participants raised. The overarching aim of this program initiative was to generate new industry entrants and assist in securing the survival of the firms to help the sector achieve critical mass.

Interestingly, as a by-product of the development of the initiative, the industry group itself decided that it could at least attempt to rectify some of the industry barriers. Subsequently, therefore, the industry group involved in consultation with the initiative arranged to meet on a regular and informal basis. The industry participants were sufficiently motivated to continue working collaboratively to address concerns they had that they felt neither government nor universities could satisfactorily address.

The Digital Tomorrow program responded to the perceived resource-based failure by sponsoring the development of a postgraduate Digital Media Entrepreneurship course. In addition, five scholarship places were funded to attract candidates who were not engaged in formal university study to attend the course. The scholarships successfully attracted eighteen high-calibre applicants. In addition the university sector stakeholders agreed to continue working together to make available courses that were both relevant in objective and pedagogy to their particular institutions and would prepare students for further studies in a Digital Media Entrepreneurship postgraduate course if they so desired. From the initiative, a reference group formed with members from different educational settings, who committed to preparing students for the potential of a career in entrepreneurship in the digital media industry sector.
Outcomes and contributions

From the outset it was apparent that the digital media industry faced some difficulties in developing human capital capable of surviving and thriving in the dynamism of the sector. Further, there was the perceived need for the industry to reach critical mass, whereby the networks and opportunities were sufficient to sustain the sector and nurture growth.

From the education sector’s perspective, the primary outcome was the recognition that most of the entrepreneurial education and training required by the industry sector already existed. However, it was highlighted that what was missing was a component of entrepreneurship education framed within the context of a rapidly changing and diverse industry such as the digital media sector. This shifted the emphasis of development from that of a program containing a suite of courses to one of a single course developed specifically to fill this knowledge-gap, which became known as the Digital Media Entrepreneurship course embedded in a postgraduate Master of Applied Innovation and Entrepreneurship at the University of Adelaide. The first Digital Media Entrepreneurship course was delivered during Semester One in 2010 (March to May) and today it has evolved into a highly popular dual offering at both undergraduate and postgraduate levels.

The Digital Tomorrow Studio (business incubator), despite creating a small but vibrant start-up business community for the sector, closed at the end of 2011 due to funding restrictions. In total, the Studio supported thirty-one tenant businesses, of which thirty were start-ups (H Park, personal email correspondence, 26 September 2012). Interviews with the tenants revealed that among the incubatees, the value of the incubation experience included the experiential learning and the development of shared experiences and a sense of community (O’Connor, Seet, Ahmad, & Mukhtar, 2011). The businesses found support among their peers in terms of social capital, knowledge and expertise and even sharing of work to generate income. Regrettably, no follow-up work has been conducted but it would be difficult to imagine that none of these relationships would have endured.

Applying an IC system analysis perspective

Applying the above systems perspective to the digital media sector suggests that both the Studio and the education initiatives provided by the SA Government were
appropriate responses to the weaknesses in the industry system. However, neither intervention reached full potential with respect to influencing the growth of the industry sector. Ultimately, government funding is limited, and while the programs were achieving good but modest outcomes the investment needed was much more long-term than the government could sustain. This section attempts to provide an IC analysis framework to the problem, with a view to identifying whether a differing perspective may lead to different types of intervention which might be more enduring.

**Stakeholder considerations and dominant perspectives**

The first stage of an IC analysis operationalises the value perspective. In this case, the three primary stakeholders were aggregate sectors: government, industry and higher education. The value from the government’s perspective can be summarised as seeking to increase employment opportunities and economic growth within SA. From the university sector’s viewpoint, the value of this initiative was in the creation of better student experiences and improved outcomes, particularly through additional employment opportunities and employment-ready graduates. The industry sector, however, was seeking to gain critical mass to sustain business and a skilled and knowledgeable workforce in SA. From this perspective, it is clear that government was dependent upon industry meeting its aim, while industry relied on the university sector to prepare the human capital of the sector for growth. If the industry sector is vibrant and competitive, world-leading and in high demand, then, by default, government will meet its objectives and the demand placed on universities to fill industry needs will drive the better student outcomes desired. Therefore, rather than industry taking a minor and advisory role, an IC analysis suggests that industry is the dominant stakeholder with a value perspective that drives other stakeholders to achieve their aims.

From this standpoint, the next stage of an IC analysis establishes a strategic intent. The government, as the sector recognising and initiating the drive, has a critical function to provide leadership by assisting both the industry and university sectors to focus on the common goal.

Roos, Pike, and Fernström (2005) suggest that a strategic intent should provide an aspirational statement and should envision a desired future leadership position that provides direction and suggests a means by which the strategic intent could be achieved. A strategic intent is an expression of a principal strategy that focuses
attention on the essence of winning, which motivates people by communicating value. It also guides resource allocation, while providing stability under changing circumstances but leaving room for contribution from other stakeholders. Such a strategic intent might be structured as follows: ‘Build SA as a leading destination for digital media business, employment and learning, attracting major capital investment and contracts from international private and public sectors’.

This strategic intent immediately focuses on the long term and rules out such interventions that may fill gaps as temporary measures. An IC approach at this point forces stakeholders to examine the resource and capability base it has and examine ways of building the resources and capabilities to achieve the strategic intent. Therefore, as far as government intervention goes, the priority should be on how to build strength within the system, rather than on providing any unsustainable and/or relatively short-term remedy to substitute for market action/reaction.

At the third stage of an IC analysis, attention turns to the value creation pathway — that is, the ways and means that value is created. Clearly, the value sought is the growth and flourishing of the digital media sector for its employment and economic wealth creation potential. The missing elements identified through the earlier analysis were organisational, relational and human capital issues within the sector. A major perception was that, culturally, the state lacked entrepreneurial drive. Relational capital was deficient around global and national business opportunities, and the human capital issues raised were insufficient creative abilities, commercial astuteness and entrepreneurial flair.

Aligning with the strategic intent, these deficiencies suggest a few alternatives that would address these weaknesses and draw upon the strengths of the state digital media sector. Assuming in the first instance that the government could overcome any entrepreneurial inertia (lack of entrepreneurial culture), a priority would be to stimulate the firms in the marketplace to grow their international contacts. As one approach, this may be achieved through financial incentives based on matching funds for firms to seek international business with success bonuses paid to offset some of the risk to international partners or contracts. Addressing the human capital issues would involve working closely with the providers of human capital (the university and tertiary technical education sectors) to strengthen industry links and technical capabilities within the education and training sector. Attracting leading international talent as educators may be an alternative. The commercial and entrepreneurial
deficiencies could also be overcome within the tertiary education sector by ensuring that entrepreneurial opportunities are embedded within the system. This implies that digital media incubators and courses would be established and supported within the relevant institutions rather than being outside a government-backed add-on to the system. Industry could be incentivised to contribute to the operations and development of the businesses that could emerge from this sector initiative. Adopting approaches such as these would build the digital media industry system by strengthening the resources and capabilities that were found deficient.

The final stage of an IC analysis constructs the IC Navigator to visualise the system. Although stakeholder input is required in order to construct the system diagram, the above analysis suggests that the intellectual capital in the system will, by far, dominate the Navigator in terms of relative importance. Figure 9.2 is a mock-up to illustrate how an IC Navigator might be interpreted for a region, and in this particular case what the system stocks (or circles) of organisational, relational, human, financial and physical resources and capabilities, and the flows between these stocks (the arrows), may be. A feature of the IC Navigator would be the organisational resources in terms of the tertiary education sector courses and programs and the government programs and incentive schemes that consume financial resources. Of interest is the flow back to financial resources generated by a region’s organisational resources, principally the firms and institutions. The objective of the industry development department of the government is not to make money, but the wealth generated by the organisational contributors (firms and institutions) to a system should flow back to the government indirectly through taxes which can again be reinvested in various needs of the region (for example, health, transport and education).

The relational resources that exist within and between the education sector and national and international business sectors will also be critical to value creation within the digital media industry system. Human capital, with its creative, technical and entrepreneurial capabilities, is likely to be the dominant and most highly important resource to the system. Finally, physical resources will be of relatively little importance given the nature of the industry sector. Although clearly some physical resources (computer equipment and offices) will be needed, these are relatively static requirements without the intellectual capital to create and facilitate the software (organisational and human capacity) that drives the system.
Discussion and conclusions

By adopting the IC lens, the analysis of the industry system draws attention to the system elements, roles and the interactions among the elements. The alternative system analysis instead highlights the symptoms of the system, which subsequently tend to draw responses that are inadequate for long-term transformation of the system. However, simply adopting the organisational level IC analysis tool to the regional level reveals a number of shortfalls.

First is the issue of definition of the elements involved in the analysis, which, although suitable for the firm level of analysis, does not easily translate to the regional level. For example, what is meant by organisational capital at a region? Is
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this all soft organisational infrastructure embedded within the region regardless of the level of analysis, or is it, more simply, the organisational infrastructure provided by governments and public institutions? Similarly for human capital: is this the capabilities of the inhabitants of the region or is it the number and type of people who reside in the region? Both have a meaning for regional-level analysis which is less problematic than at an organisational level. Therefore the definition of what is meant by each of these terms when transposed to the regional level is critical.

A second issue is in understanding the operation of the system where there are both flow and transformations that need to be dealt with. For instance, the financial resource element in a firm-level analysis would normally refer to the monetary resources employed by the firm. At the regional level there are two issues that we encounter when considering the financial or monetary resource — that of flow of financial resources and that of transformation of monetary resources. At the firm level, the movement of monetary resources toward other resource forms represents a transformation, as investments of money have a direct influence on the state of the receiving resource (that is to say, money invested in training increases the level of human capital). At a regional level there exists a flow of monetary resource (from a government department to a firm) which results in a subsequent transformation at another level of analysis (in other words, money granted to a firm is subsequently used by the firm to enact a transformation like the purchase of equipment or services). Therefore, while an IC Navigator analysis uses transformations between resources at the regional level, further analysis is required to look at both the flow and the consequential transformations.

A third issue that needs attention is sorting out the different types of investment that might be integrated at one level but might remain distinct at another level. For instance, the intervention of a business incubator is both an investment in soft infrastructure (such as mentors, like-mindedness and training support) and an investment in hard infrastructure (such as a physical space, computer hardware and laboratory equipment). At the regional level an investment in an incubator results in a mixed investment at the (firm-) level of the incubator. Therefore, a regional IC analysis requires a much more careful and articulate distinction between the types of investments than may be crudely observed generally at the regional level.
Further research

As an exploratory study of the role that government plays in forming regional innovation system interventions, this research suggests that the type of analysis of the system alters the perception of the role. Further work could explore the potential variance to an organisation-level representation of an IC Navigator and how the analysis influences the role and intervention design by government.

A system analysis that adopts an approach to understand the system and its failures seems to lead government to design interventions that treat only the symptoms, and the result may fail to leave a lasting change within the system. Adopting a far more structural approach such as the IC Navigator forces the focus onto the behaviour of the system elements, and the role of government shifts from treating the symptoms to embedding deep-seated changes within the system itself and its actors and institutions.

We suggest that further research examining different approaches is required to improve government intervention assessments. We also recommend that researchers work at deeply understanding the element definitions and characteristics of the systems as well as the flows and transformational connections at regional level. Empirical tests will help to assess the use of the IC Navigator at the regional level.

References


Integrating Innovation


Integrating Innovation


A diagnostic tool for assessing innovation readiness

Paul Shum, University of Western Sydney

Introduction

Creativity and support for new ideas, their experimentation and development, are key characteristics of innovativeness. Nonetheless, new ideas are not born in 'the full glory of their potentials' (de Bono, 1985). Research has found that for an average of 3000 raw ideas, only one of them reaches the last stage of profitable commercialisation (Kuczmarcki, 1996; Stevens & Burley, 1997). It takes both effort and resources to develop and add value to these ideas so that they become marketable. However, even the allocation of additional resources to support further development may not guarantee the desired results. The degree of success of the innovation and commercialisation process is dependent on a wide variety of factors.

According to previous studies, innovation capabilities/practices can be categorised into strategy (Cooper & Kleinschmidt, 1995; Goffin & Pfeiffer, 1999), systems (Christensen, 1997; Leonard-Barton, 1992) and culture (Burgelman, Maidique, & Wheelwright, 2004; Chiesa, Coughlan, & Voss, 1996). However, each research stream looks at innovation capabilities from a narrow perspective. Previous studies have not defined a set of comprehensive innovation capabilities measures that translate innovation inputs into profitable outputs. In contrast, the relationship between innovation capabilities/practices and business performance has been extensively investigated at the industry level (Cooper & Kleinschmidt, 1991; Guan, Tang, & Lau, 2009; Huff, 1990), but not at company level (Adams, Bessant,
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& Phelps, 2006). Furthermore, these industry-level studies focus largely on measuring innovation capabilities/practices as monetary inputs in the form of R&D spending or staffing levels, rather than focusing on the capabilities that turn inputs/spending into profitable commercialisation.

The model of this research study captures a common set of innovation- and entrepreneurship-related competences and capabilities that support the innovation and commercialisation process. Using this model may raise the success rate of the conversion of new ideas into marketable products or services. Better still, adopting a balanced approach to this model promises to maximise the financial performance of innovation as well as achieve other strategic objectives such as quality.

Currently, many companies do not adopt a balanced approach. A personal observation, especially among many R&D research centres and laboratories that the author has worked for or visited, is that these entities usually take a biased stance towards the internal view of innovation. These institutions have a high level of innovation input in terms of R&D spending and staff numbers, and a high output of new technologies and knowledge. However, there is no guarantee that their research outcomes will have sufficient market value for profitable commercialisation. These research institutions usually suffer from relying solely on the strategy of technology push. To be more successful, a business must simultaneously adopt an approach to proactively assess its market and technology trends and opportunities. A combined approach taking ideas from both the market (‘pull’) and technology (‘push’) usually achieves a higher rate of success, as the model of this research study will demonstrate.

Literature review

Most innovation studies are confined to limited aspects of the innovation process. As a consequence, some published results conflict with others (Wolfe, 1994), either due to different views of the scope of the unit and area of analysis, or because of incomplete specification of the innovation process model. They cannot reach solid conclusions, and their results cannot be generalised to the whole innovation process. Nevertheless, recent attempts to construct an innovation framework or model are paving the way to advance knowledge in this research field.

Based on a small sample of best practice case studies, Chiesa et al. (1996) developed an instrument for auditing technical innovation management. However, they did not test the analytical results with sound statistical techniques. Therefore,
the validity and reliability of their instrument is open to discussion. Tang (1998) observed the need for an innovation model to integrate the large amount of research studies on innovation. He developed an integrative innovation framework, and later collected data to test it. Other research studies (APQC, 2001; Belliveau, Griffin, & Somermeyer, 2002; Conceicao, Hamill, & Pinheiro, 2002; Cooper, Edgett, & Kleinschmidt, 2004; Griffin, 1997; Zairi, 1999) have also constructed innovation frameworks that capture a wide range of measurable innovation variables whilst subjecting the data to statistical analysis for validation. They suggest either comparing a company’s innovation profile with that of the sample means, maximum and minimum, of another company, or an ideal perfect score position (the highest score on the Likert scale, e.g. 5).

These types of approaches take an initial step to assist practitioners in benchmarking their innovation capabilities against best practice. The innovation framework provides measurement and evaluation methods in comparing a broad range of innovation capabilities and practices. Relevant capabilities and practices can be identified, introduced and developed, with the intention of targeting weak areas for improvement in order to bridge performance gaps (Dence, 1995; Morgan, 1995; Rimmer, MacNeil, Chenhall, Langfield-Smith, & Watts, 1996; Welbourn, Wardrop, & Bryant, 1994). This benchmarking can be extended and generalised to compare similar capabilities and practices in different industries (Karlof, 1993). However, research studies (Porter, 1996; Sheather, 1998) have warned about the pitfalls of simply copying best practice and yet not achieving the desired outcomes. In many situations, Sheather (1998) observed negative effects on performance that might result from benchmarking exercises. One of the reasons is that the company imitates the best practice at the superficial and visible level, but ignores the enterprise-wide interlocking mechanisms and the required cultural change.

In contrast, converting to the same innovation profile as the benchmarked company may not be feasible or economical, in terms of the resources required to achieve the desired outcomes. Due to high demand on the resources for a long intervention period, many firms target isolated areas for improvement. This partial implementation moves the firm closer to the innovation profile of the benchmarked company in the selected areas. However, lack of enterprise-wide alignment prevents realisation of all the improvement potential along the internal value chain. Therefore, the overall benefit of benchmarking is likely to be unsatisfactorily low or uncertain.
The marginal cost would most likely outweigh the marginal return. For companies wanting to improve their innovation capabilities, these innovation frameworks cannot offer a precise and practical intervention program to bridge the performance gap.

This chapter will present a systematically constructed innovation readiness framework that captures enterprise-wide innovation capabilities. However, this research study does not use the sample means, maximum and minimum, another company, or an ideal perfect score position as benchmark. Instead, it uses the data-mining method (neural network) to classify the data set into two classes. One class consists of company innovation profiles that belong to the 'innovation-ready' group. Their scores in innovation capabilities and environment are consistently higher in all dimensions than that of the other 'non-innovation-ready' group. This benchmark is more accurate and objective than the sample means, maximum and minimum, another company, or an ideal perfect score position. It will help practitioners identify important areas for improving innovation capabilities and environment.

Small-to-medium sized enterprises that have resource constraints will especially find this targeted approach more economical by focusing resources in the identified areas for improvement. Since the diagnosis for innovation readiness will be based on an assessment tool constructed from empirical data, it is superior to other methods currently applied. This assessment tool identifies important areas for improvement and guides companies to optimise resources to achieve satisfactory innovation outcomes. Some case studies will validate and illustrate this innovation readiness framework. The field study consists of interviews with twenty senior managers of the three case study companies to validate the data collected previously and test the audit instrument and innovation readiness diagnostic tools.

**Methodology and results**

The sample consists of eighty-one manufacturing companies in South Australia. This data set contains postal survey questionnaires completed by the managing director, CEO, or senior-level management representative of each sampled company. Morse (1998) has determined these participants as able to best represent the view of their companies. Recording their perception of the company’s innovation capabilities reduces the perceptual bias that may not represent the dominant view of the sampled companies. A follow-up study of three case study companies will confirm this assertion and validate the degree of accuracy of the data set.
Data-mining method

After discussion with practising consultants in this field and through a literature review, this research study identified over 150 factors combining to form an important capability set that contributes to superior quality and innovation performance. Using the data-mining method, the research study uses the Kohonen neural network for classifying data into classes. It differs from the feed-forward backpropagation neural network by training in unsupervised mode and recalling a pattern. It does not use any activation function or bias weight, and requires input normalisation as a third layer. The output generates two major classes out of the sample size of eighty-one cases. One class consists of an 'innovation-ready' profile. These companies have a superior environment and innovation capabilities to engage in innovative activities and develop profitable new products. Companies of the second class belong to the 'non-innovation-ready' group. Further field study of several companies of the 'non-innovation-ready' group reveals that even if a window-dressing approach is adopted to provide the public with a corporate image of innovativeness and entrepreneurship, the true level of innovation readiness can easily be detected from the diagnosis. These companies do not score high in the intellectual capital measures due to management’s unwillingness to invest in employees in developing their capabilities in entrepreneurship, innovation and quality. Resources commitment is necessary for bridging the innovation performance gap in order to become 'innovation-ready'.

Data validation

This research selected three case study companies for a follow-up field study using the 'innovation-ready' profile for comparison. Two companies were drawn from the 'innovation-ready' group, one of which had higher scores and the other one lower scores relative to the group means. The third company was drawn from the 'non-innovation-ready' group. This follow-up field study required all senior managers of the three case study companies to complete the survey questionnaire. Their survey scores were analysed to detect any pattern that supported the view that using one single survey questionnaire completed by the most senior manager or director sufficiently represented the whole company. The result shows that survey scores of the most senior manager or director have the least deviation from the average of all the senior managers surveyed and achieve the least prediction error. As such, a survey that
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targets the most senior manager or director can reduce the perceptual bias that may not represent the dominant view of the sampled companies.

Results

The t-Student test examines the statistical uniformity of the means difference between two groups (Hair, Black, Babin, Anderson, & Tatham, 2007). Using t-Student tests with a statistical significance level of 5 per cent, Table 10.2 lists the results of the analysis, showing that fifteen critical factors are statistically significant to distinguish the ‘innovation-ready’ and ‘non-innovation-ready’ groups. Such factors might include championship, customer focus, customer interface, diversity, employee involvement, employee training, entrepreneurship, exposure to environment, external knowledge, front-end management, idea management, incubation, management training, market strategy, openness, organisational training, performance, process capability, product development, project management, R&D, scanning, teamwork, and vision. These identified factors have been reported as important characteristics of highly innovative companies by published research studies (APQC, 2001; Belliveau, Griffin, & Somermeyer, 2002; Conceicao, Hamill, & Pinheiro, 2002; Cooper, Edgett, & Kleinschmidt, 2004; Griffin, 1997; Zairi, 1999) that focused on smaller sets of these factors.

This study adopts two popularly used intellectual capital typologies: IC-Index (Roos, Roos, Dragonetti, & Edvinsson, 1997) and Skandia Navigator (Edvinsson & Malone, 1997). The five-dimensional IC-Index framework is composed of a thinking part, the human capital (Human and Intellectual Agility), and a non-thinking part, the structural capital (Relationships, Organisation, and Renewal and Development). The Skandia Navigator consists of four parts, including Human, Customer, Innovation and Process Capital. The Innovation Readiness IC (IRIC) model of this study also has four parts, Leadership and Vision, Renewal and Innovation, Internal Capability and Process, and Customer Orientation. These three IC constructs are closely aligned, as characterised in Table 10.1.

Using these IC typologies, the fifteen factors are categorised into two major IC types, as shown in Tables 10.2 and 10.3. The distances — that is, the difference of the innovation capability scores between these two groups — are wider in the intellectual capital elements Championship, Idea Management, R&D, Vision,
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Product Development and Training, followed by Project Management, and Teamwork. This research study recommends that the government and industry associations allocate more resources in the manufacturing industry of South Australia to support innovation programs that enhance these innovation capabilities if more profitable innovation outcomes are to be achieved.

The Innovation capability scores of the 'innovation-ready' group are consistently higher than that of the 'non-innovation-ready' group. Furthermore, the distances between these two groups are wider in the Human and the Renewal and Development elements, followed by the Intellectual Agility and Organisational

---

### Table 10.1: The three intellectual capital (IC) constructs.

Source: Courtesy of the author.

<table>
<thead>
<tr>
<th>IC-index</th>
<th>Skandia navigator</th>
<th>IRIC model</th>
<th>IRIC components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Human</td>
<td>1. Human</td>
<td>1. Leadership and vision</td>
<td>Championship</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vision</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Entrepreneurship</td>
</tr>
<tr>
<td>2. Intellectual</td>
<td>2. Innovation</td>
<td>2. Renewal and innovation</td>
<td>Idea management</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Product development</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Front-end management</td>
</tr>
<tr>
<td>3. Renewal</td>
<td></td>
<td></td>
<td>R&amp;D</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Training</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Teamwork</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Diversity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Process capability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Market strategy</td>
</tr>
</tbody>
</table>
The purpose of this chapter is to address the research issues overlooked by previous research studies, and to offer a practical solution to guide companies in their innovation journey. Using this framework, companies allocate resources to the five dimensions listed in Table 10.3 to improve their innovation capabilities and performance. To maximise the return on investment in innovation capabilities, a company must be able to identify and operationalise the areas for improvement.

Table 10.2: 'Innovation-ready' (Class 1) versus 'non-innovation-ready' (Class 2) — An alignment of the intellectual capital constructs.
Source: Courtesy of the author.
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in order to select the appropriate tools and techniques to enhance its innovation capabilities. It must also define the performance gap and set a priority to determine the amount of resources and intensity of efforts to realise the performance plan.

As shown in Tables 10.2 and 10.3, the wider the distance between Class 1 and Class 2, the bigger the capability gap, and the higher the improvement potential for enhancing innovation capabilities. Table 10.2 suggests that the 'non-innovation-ready' companies should allocate more resources to promote employee training, championship, R&D, idea management, product development, vision, management training, organisational training, project management, environmental scanning, teamwork, front-end management and entrepreneurship before tackling other less distanced aspects.

When this table was communicated to the senior management of the three case study companies, they immediately agreed on the specified areas for intervention. The next section will investigate the comparative innovation profiles of the three case study companies in depth to validate the data set against the business reality.

<table>
<thead>
<tr>
<th>IC-index and Skandia Navigator</th>
<th>IRIC Model</th>
<th>‘Innovation-ready’</th>
<th>‘Non-innovation-ready’</th>
<th>Class 1 is greater than class 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisational</td>
<td>Internal capability and process</td>
<td>10.0</td>
<td>7.7</td>
<td>2.3</td>
</tr>
<tr>
<td>Relationships</td>
<td>Customer orientation</td>
<td>10.0</td>
<td>7.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Human</td>
<td>Leadership and vision</td>
<td>10.0</td>
<td>7.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Intellectual agility</td>
<td>Renewal and innovation</td>
<td>10.0</td>
<td>7.6</td>
<td>2.4</td>
</tr>
<tr>
<td>Renewal and development</td>
<td>Renewal and innovation</td>
<td>10.0</td>
<td>7.4</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 10.3: 'Innovation-ready' (Class 1) versus 'non-innovation-ready' (Class 2) — An aggregate intellectual capital profile.
Source: Courtesy of the author.
Case studies

This research study selects three companies from the sample (manufacturing companies operating in South Australia) for in-depth data collection and analysis. Interviews with members of the senior management team help clarify and validate the previously collected survey data. The interview results prove that their views are consistent with the original survey data. The following sections report the case studies.

Case Study 1 — More innovative company

Table 10.4 shows the innovation profile of Case Study 1 Company, relative to that of the Class 1 (innovation-ready) group. The data-mining method classifies it as relatively more innovative than the innovation-ready group. The scores of this more innovative company are normalised to 0 per cent in all innovation components. For each innovation component, if the relative score of Class 1 (innovation-ready) group is positive, for example, by 16 per cent in external knowledge sourcing, this points to an area of improvement for the Case Study 1 Company. For those innovation components where the relative scores of Class 1 are negative, this more innovative (Case Study 1) company has already developed stronger capabilities, and does not require any improvement in these areas.

The innovation readiness framework indicates that this Case Study 1 Company is scoring higher than the 'innovation-ready' group in management training, R&D, performance measures, product development, entrepreneurship, process capability and teamwork. As a result, this more innovative company has achieved a higher innovation performance when compared to the 'innovation-ready' group. For the areas needing improvement, the diagram identifies two major components. This more innovative company can strengthen further
Table 10.4: More innovative company versus 'innovation-ready' group (Class 1).
Source: Courtesy of the author.

through the implementation of a tailored innovation program by addressing employee training and external knowledge sourcing.

The field interviews with all the senior managers of this more innovative company confirm these findings. The interviews indicate that this company

- encourages and sends managers to undertake university management development programs
- has its own R&D establishment and a team of full-time dedicated R&D engineers and facilities
- allocates more resources in product and export market development
- enjoys a higher level of performance in new product development and introduction
- has a senior management with ambitious visions of innovation, higher entrepreneurial propensity and preparedness to take risks
has employees who are more technically competent, especially in product/process development and technology adoption

uses project teams widely in new product/process development, quality and productivity improvement initiatives

has a more sophisticated structure and procedure for managing projects

has a more sophisticated process for creativity and ideas management

is highly competitive in pricing and market strategies.

In contrast, further observations are:

• Except for R&D personnel, other employees find themselves under pressure and not provided with sufficient time and opportunities to test or try out more ideas.

• Workers are not familiar with what others are doing, and they do not have the time and opportunities to discuss their ideas with others.

• Senior managers rely more on a small group of people whom they regard as innovative thinkers. Only this group receives training in creativity and problem identification/solving techniques. There is scope for expanding this training to other employees so that all employees can be part of innovation activities and contribute accordingly.

• There is heavy reliance on senior managers as liaising agents to acquire external knowledge sources and circulate the information internally among the upper echelon. There is little direct effort among lower-level employees to access such information or search for external knowledge sources.

These observations agree with the analysis as indicated in Table 10.4.
Case Study 2 — Less innovative company

Table 10.5 shows the innovation profile of Case Study 2 Company, relative to that of the 'innovation-ready' group. The data-mining method identifies it as a relatively less innovative company. The innovation readiness framework indicates that this less innovative (Case Study 2) company scores higher than the 'innovation-ready' group for entrepreneurship and incubation. However, this less innovative company has achieved a lower innovation performance when compared to the 'innovation-ready' group due to a number of weak areas that require improvement, as identified in the diagram. These weak areas include training for management, employee and organisation, championship, idea management, vision, R&D, environmental scanning, market strategy and teamwork. These are areas where this less innovative company can further upgrade through the implementation of a tailored innovation program.

<table>
<thead>
<tr>
<th>Weaknesses¹</th>
<th>Strengths²</th>
<th>Recommendation³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management training</td>
<td>69%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Employee training</td>
<td>65%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Organisation training</td>
<td>38%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Championship</td>
<td>33%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Idea management</td>
<td>33%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Vision</td>
<td>33%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>32%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Environmental scanning</td>
<td>27%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Market strategy</td>
<td>24%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Teamwork</td>
<td>19%</td>
<td>Area for improvement</td>
</tr>
<tr>
<td>Entrepreneurship</td>
<td>21%</td>
<td></td>
</tr>
<tr>
<td>Incubation</td>
<td>16%</td>
<td></td>
</tr>
</tbody>
</table>

¹ (% weaker than the innovation-ready class)
² (% stronger than the innovation-ready class)
³ for this case study (less innovative) company

Table 10.5: Less innovative company versus 'innovation-ready' group (Class 1).

Source: Courtesy of the author.
The field interviews with all the senior managers of this less innovative company also confirm these findings. For this company, the owner (managing director) has a strong entrepreneurial orientation. The pace of work is more relaxed. Employees generally have time to pursue their interests or ideas if they want to.

However, a number of other factors need attention:

- There are project teams but the working relationships and communication among team members are fragmented.

- The project engineer takes part in the leadership role, as emphasised by recent studies (Matzler, Bailom, Anshofer, & Richardson, 2010; O’Connor, 2008; Tushman, Smith, Chapman, Westerman, & O’Reilly, 2010).

- The project teams need to better manage change and innovation. They are responsible for the completion of the tasks required. However, they have little authority to campaign for resources and priorities. Furthermore, they do not have a strong vision or build coalition across different functions.

- The managing director wants to be informed of all details and is reluctant to delegate any decision-making power. There are some communication problems in vertical and horizontal directions. As a result, this discourages interactions among various functional units and slows down the project execution.

- The pricing and market strategies are not aggressive.

- The managing director is receptive to new technology and is willing to try out new ideas. However, engineers may not have the skills and expertise to integrate them with existing systems. Therefore, reliability is a problem. The marketing manager is sometimes blamed for overselling the product as a result.
• The managing director has undertaken R&D in the past, but this has declined in recent years.
• The managing director has a vague concept of the organisation becoming an innovative company. However, there is no motivating mechanism to attract workers to embark on such an innovation journey.
• Training in creativity and problem identification/solving at organisational as well as individual levels is minimal.
• There is no process for creativity and ideas management.
These observations agree with the analysis as indicated in Table 10.4.

Case Study 3 — Non-innovative company

Table 10.6 shows the innovation profile of Case Study 3 Company, relative to that of the ‘innovation-ready’ group. The data-mining method identifies it as a relatively non-innovative company. The innovation readiness framework indicates that this non-innovative (Case Study 3) company does not score higher than the ‘innovation-ready’ group in any innovation dimensions. This explains why this non-innovative company has achieved a much lower innovation performance, as compared with the ‘innovation-ready’ group. As identified in the diagram, the weak areas that require improvement include vision, training for management/employee/organisation, championship, front-end management, product development, R&D, environmental scanning and market strategy. These are areas where this non-innovative company can further upgrade through the implementation of a tailored innovation program.
Table 10.6: Non-innovative company versus 'innovation-ready' group (Class 1).
Source: Courtesy of the author.

The field interviews with all the senior managers of this non-innovative company also confirm these findings. The interviews indicate the following:

- This company is clearly lagging in many innovation capability factors.
- Employees are fully occupied with routine operational activities, with no spare time to test or try out new ideas.
- There is no effort to develop and introduce new products and there are no resources allocated for R&D activities.
• The low risk-taking attitude is clearly demonstrated by an inability to invest in physical and human capital, improvement initiatives, and training/development activities.

• Some managers can sense that there is a need for improvement in people and technology skills from their observation of what other competing companies are doing. However, they do not engage in systematic environmental scanning activities.

After the first survey questionnaire had been collected, a new managing director came on board. Since then, a number of positive changes that are consistent with the framework of this research study have been observed:

• The new managing director has a strong entrepreneurial and marketing orientation, and successfully added a new business that has proven to contribute to company survival and improved financial performance. In fact, these entrepreneurial and marketing-oriented attributes have been identified as areas for improvement in the diagnosis chart. The arrival of this new managing director resulted in turning around this company’s performance.

• The new managing director places more emphasis on marketing and business development.

• He has the vision to transform this company into a more innovative company.

• However, his risk-averse attitude is still restraining him from trying out a new innovation program. He prefers to take on proven methods. This pulls back further development of the innovation capabilities and culture.

This research study has committed substantial effort and resources to provide a small-scale innovation training program to the management team of this non-innovative company. Training workshops
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included a discussion session of what innovation is and how to become an innovative company, strategy and tactics of innovation, creative problem solving, the seven quality tools (that is, cause and effect diagrams, check sheets, control charts, histograms, Pareto charts, scatter diagrams and stratification), fact-based decision-making and setting up an employee suggestions scheme. This innovation training program was supplemented by several 'low-hanging fruit' or 'quick result' projects to improve the factory plant layout and shop floor production schedule and control. The purpose is to create a routine of initiating change and improvement in traditional work culture to pave the way for implementation of radical innovative activities such as new product development. As a result, several innovation capability factors have improved and are reflected in higher innovation performance over the observed period of two years. As a result of collaboration with university research and licensing technology from inventors, the company has developed several new products. These new products have reached the market introduction stage.

Discussion of the barriers and problems

Though the impact of the innovation program has been positive in upgrading the innovation capability and performance, there are resistance and barriers to realising the full effect. Due to the unavailability of some senior managers for training, some managers did not adopt some innovation tools and techniques as part of their daily routine. Senior management found it difficult to understand the innovation process, let alone to commit sufficient resources and expand the training to other lower level employees to make the company-wide intervention a success. Furthermore, employees resisted the extra work required by the innovation program. These observations are consistent with other research findings that resource constraints, lack of competences and skills, lack of commitment to invest in training, competing priorities, and lack of measurement systems have usually caused such implementations to lapse or fail.
(Findlay, McKinlay, Marks, & Thompson, 2000; Vossen, 1999). Many organisational analysts blame implementation failure, not innovation failure, as the main cause of not achieving the intended benefits of innovation adoption (Klein & Sorra, 1996).

The other prohibitive barrier is the extensive time-lag from the initiation of an intervention to its effect being noticed. The prime reason is that effective innovation must involve all employees, functions and company-wide activities and processes (Bessant & Francis, 1998; McAdam, 2000). Some research studies (Humphreys, McAdam, & Leckey, 2005) reported a time-lag of five to six years. Many companies could not progress beyond the initial stage of application.

Conclusion

This research uses survey data and the data-mining method to develop an empirically based diagnostic tool for assessing innovation readiness. As such, it has addressed the research problem: can the survey questionnaire serve as a diagnostic tool to validate the survey method and results of the first round of research data, communicate to practitioners their achieved level of innovation capabilities and performance, and provide decision support on improving them? The survey questionnaire is an important communication device for informing and interacting with practitioners about the achieved level of innovation capabilities and performance, and for providing decision support on improving them.

This systematically constructed innovation readiness framework offers more advantageous features than previous research studies. Firstly, the research classified the sample into two classes ('innovation-ready' versus 'non-innovation-ready' companies). Secondly, statistically significant innovation capability factors were selected to identify the areas for improvement which can be operationalised. Thirdly, resources can be allocated based on the identified performance gap in order to optimise return on investment. These features will help practitioners to make sense of the intervention required for enhancing innovation capabilities and environment. This is particularly true for small-to-medium sized enterprises that have inflexible resource constraints, as they will find this targeted approach a more economical way of focusing valuable resources in the identified areas for improvement. The research used case studies to validate the data accuracy and the targeted company representative for survey sampling to reflect the true view of a company. This comparative analysis also illustrates the usefulness of the innovation readiness framework. Using this diagnostic
Integrating Innovation

tool, consultants can communicate effectively to management regarding the current state of their company’s innovation capability as well as areas for improvement. This helps to bring a company to the state of innovation readiness.

Future research recommendations

In order to increase generalisation of the results of this study to countries other than Australia, as well as to non-manufacturing industries, future research may advance knowledge to sample data from other countries and industries. More accurate and consistent results may be generated by applying an industry-specific framework characterised by cultural setting or orientation, depending on the country in which the framework is used.

In this study, some ‘innovation-ready’ companies were successfully developing and introducing new products. However, they shared their not-so-successful experience in changing existing business models, especially in relation to the alignment with product and process innovations. The business model literature does not rigorously differentiate between the business model and new product development (Chesbrough, 2010; Gambardella & McGahan, 2010; Sosna, Trevinyo-Rodríguez, & Velamuri, 2010; Teece, 2010; Zott, Amit, & Massa, 2011). It is more difficult and challenging to renew a business model than a product. Therefore, future research in applying the intellectual-capital-based innovation readiness framework of this study to business model innovation will not only advance academic knowledge in this field, but also add value to business model innovation by making it more accessible.
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Developing a framework for the management of Critical Success Factors in organisational innovation projects:

A case of Enterprise Resource Planning systems

Jiwat Ram, The University of Adelaide
David Corkindale, University of South Australia

Introduction

Small and Medium Enterprises/Businesses [SMEs/SMBs] constitute an estimated 95.9 per cent of the total businesses/enterprises operating in Australia, employing about 42 per cent (4.1 million) of the employed workforce and contributing about 46 per cent of the Gross Domestic Product in 2006 to the Australian economy (ABS, 2013; ABS, 2010). Apparently due to small organisational size, less business complexity and high flexibility of working with large organisations, SMEs have shown resilience despite the volatility of the global business environment (Gunasekaran, Rai, & Griffin, 2011).

SMEs, however, face a number of challenges to survive. These challenges include, but are not limited to, availability of financial and human capital; expertise and diversity of business management; technological infrastructure and competencies
in maintaining and managing such infrastructure; capacity to embrace, integrate and capitalise on innovations; competitive threats from ever-increasing numbers of small businesses; dependence on large organisations; and the ability to attract and retain a skilled workforce (Malhotra & Temponi, 2010). SMEs adopt a variety of strategies to deal with these challenges. The commonly cited strategies include implementing the latest available technologies and systems; aligning to the needs of large organisations so as to be an effective partner/member of the value chain; improving the business processes; enhancing the staff skills; and being ready to adapt to the dynamics of market-based economies (Gunasekaran et al., 2011).

The high dependence of SMEs on larger enterprises for their business survival has led to SMEs adopting innovative technologies and systems which facilitate improved business and relationship management and better communication with their supply chain partners (Gunasekaran et al., 2011; Malhotra & Temponi, 2010). Enterprise Resource Planning [ERP] is one such system that has attracted significant acceptance by SMEs since 2000 (Huin, 2004). ERP is used as a means of automating and standardising business operations, improving information visibility and facilitating supply chain integration. The structural changes brought about by the introduction of ERP lead to innovative practices and ways of operating in today’s dynamic business environment. However, the organisational innovation process of ERP is considered a complex endeavour and poses significant challenges to organisations of all sizes, particularly to SMEs (Morabito, Pace, & Previtali, 2005).

Innovation theorists have conceptualised the organisational innovation process as involving multi-stage events that start with the generation of an innovation and then pass through further stages of diffusion, adoption, implementation, use, benefits/impacts and retirement. In addition, scholars have identified factors that could influence, both positively and negatively, the outcome of these stages of the overall innovation process.

Rogers (2003) presented one of the pioneering theories on innovation process, the Diffusion of Innovations [DOI], and described the process from both individual and organisational perspectives, identifying several key attributes that influence the process. From an organisational context, DOI theory describes a five-stage innovation process: agenda-setting, matching (two stages under the 'initiation' sub-process), redefining/restructuring, clarifying and routinising (three stages under the 'implementation' sub-process). The theory also indicates some structural and
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individual factors which influence the innovation process. DOI theory therefore is a useful lens in this study to identify factors that should be managed carefully along the key stages of the adoption and implementation of the innovation process of applying ERP in SMEs.

Extending Rogers’s (2003, p. 392) organisational innovation model, Kwon and Zmud (1987, p. 233) presented a more specific-purpose, multi-stage model in the Information Systems [IS] context called the IS Implementation Model. The model posits that the organisational innovation process is a six-stage process, namely: initiation, adoption, adaptation (development/installation), acceptance, use and incorporation. Kwon and Zmud (1987) also identified a number of categories of factors that could influence these stages: individual, structural, technological, task-related and environmental factors. Analysing the management of Critical Success Factors [CSFs] based on the key stages and factors relevant to stages as posited by this model can help in better management of ERP projects.

The fundamental purpose of innovation, however, has been to achieve performance improvements, and an innovation process is incomplete if it does not contribute to organisational improvements. Delone and McLean (1992), in their well-known IS Success Model, proposed six dimensions of IS success, theorising that the first two dimensions — system quality and information quality — jointly and severally affect the third and fourth dimensions — use and user satisfaction — which, in turn, result in the fifth and sixth dimensions — individual impact and subsequent organisational impact. Further research into the use of this model, however, has led to the addition of two more dimensions: service quality and intention-to-use. Delone and McLean (2004) later combined the individual impact and organisational impact dimensions, replacing it with the net benefits dimension.

The innovation process models seem to embody a common approach consisting of factors related to stages for the management of the innovation process in organisations. The factors described in the innovation process models have been classified under multiple dimensions such as structural/organisational, technological/innovation-related, project-related, environmental and individual (Delone & McLean, 1992; Kwon & Zmud, 1987; Rogers, 2003).

The process and factors approach described above has resulted in the emergence of a large body of research on various stages of the innovation process such as adoption, implementation and use of the innovation process and the factors or antecedents
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(commonly termed as CSFs) critically relevant to these stages. In particular, due to the complexity of ERP projects, researchers have identified a large number of CSFs in various stages of the ERP innovation process. Conceptually, CSFs are 'for any business, the limited number of areas in which results, if they are satisfactory, will ensure successful competitive performance for the organisation' (Rockart, 1979, p. 85). Knowing or identifying CSFs and understanding synergies among them is assumed to provide a positive, beneficial effect on the outcome of projects and performance of the firms (Karimi, Somers, & Bhattacherjee, 2007).

Despite abundant research on the identification of CSFs, our understanding of how to manage the identified CSFs, or what actions to take in the identified key areas, remains limited (Esteves & Pastor, 2001). The investigation of the management of CSFs is fundamentally important not only to enhance our understanding of why it is necessary to identify CSFs, but also to make use of a large number of identified CSFs to improve the chances of success of the organisational innovation process of ERP (Esteves & Bohorquez, 2007). A number of questions merit further investigations. For instance:

- How do organisations manage the identified CSFs?
- Has identification of CSFs helped in achieving the desired impact on project outcome and post-implementation performance of the firms?
- What processes do the organisations put in place to manage the areas identified as CSFs?
- How do organisations define the actions, and the ownership of the actions, which need to be taken to manage CSFs?
- How do organisations manage and measure the processes in relation to identified CSFs?

Françoise, Bourgault, and Pellerin (2009) have termed the gap between knowledge-ability and operational-ability of CSFs as a missing connection and suggest that the situation accounts for the mediocre results of ERP projects. The key is to manage the underpinning processes and take necessary actions, as 'CSFs are not, in themselves, directly manageable' (Esteves & Pastor, 2001, p. 109).

The above discussion raises the question as to whether identification of CSFs alone can be useful unless it is combined with understanding how the identified CSFs are managed, both by those who thrived on their success and those who failed to
achieve it. We argue that the identification of CSFs is not enough: it is essential that understanding the entire process of identification, management and measuring the impacts of CSFs on project success/performance should be undertaken to establish the benefits and purpose of identifying CSFs in the first place. Françoise, Bourgault, and Pellerin (2009) have termed establishing the usefulness of CSFs ‘incomplete’ without also prescribing the management process of CSFs. The advancement of knowledge on the management of CSFs is important, as it would firstly provide a direction for creating relevant and adequate action plans suitable to the needs of organisations — in particular, SMEs, as they have limited resources and expertise at their disposal. It would secondly improve the chances of successful ERP innovation process. Further, understanding the management process for CSFs would consolidate the research base on CSFs for ERP and provide practical solutions and resultant knowledge transfer from academia to industry. It would also provide new avenues of research in the fuller CSFs context rather than just focusing on the identification of such factors.

Given the above argument, and seeking to fill the gap in our knowledge, this study aims to develop and propose a framework for the management of some CSFs that are important for the adoption and implementation stages of the organisational innovation process of ERP, and to discuss the actions that need to be taken to manage the CSFs. The study seeks to contribute to theory by increasing the body of knowledge on the conceptualisation of CSFs, and to contribute to practice by providing an understanding of what organisations should do to manage the identified CSFs so as to potentially benefit from CSFs.

In this chapter, we first present a review of the literature pertaining to the management of CSFs. We follow with a discussion of the proposed framework for the management of CSFs. Then we present an analysis of the study’s findings, followed by the conclusion, implications and limitations of the research. Finally, we discuss the opportunities for further research.

**Literature review**

Innovation in the Information Systems [IS] literature is regarded as the enabler and vehicle for the introduction of change within an organisation’s systems. IS innovations, such as ERP systems, are often expected to spur growth and innovative activities around the system, leading to beneficial economic returns. However, the introduction
of these systems carries a certain degree of risk, mainly due to the complexities of adoption, implementation, use and maintenance of them.

Given the high failure rate of ERP projects (for some examples, see Kanaracus, 2011), considerable research has been undertaken to devise solutions to achieve successful outcomes for the ERP innovation process. One such activity is the identification of CSFs as tools for helping to manage ERP projects.

The concept of CSFs has been and is being extensively used in ERP implementation studies to identify the factors considered vital to achieve success in ERP projects. Due to costly failures and to implementation difficulties, many researchers believe that identifying and managing CSFs could reduce or eliminate the problems and assist organisations to adopt and implement ERP systems successfully (Ang, Sum, & Yeo, 2002; Wang, Shih, Jiang, & Klein, 2008). CSFs can be identified in several ways, such as through the analysis of competitor best practices; scanning of the business environment; analysis of industrial structure; analysis of the internal business environment; and analysis of the project post-completion environment to determine what helped or hindered the success of the projects (Leidecker & Bruno, 1984). However, without knowing how to manage the identified CSFs, the usefulness of identifying CSFs remains a matter of debate (Ang et al., 2002).

We define management of CSFs in this chapter as the planning, organisation and co-ordination of activities in the identified critical areas to achieve project success and performance improvements. Specifically, management of CSFs involves creating an actionable list of activities structured in a logical flow (Françoise, Bourgault, & Pellerin, 2009). The list of actionable activities should be flexible in character in order to easily adjust it to the particular circumstances of the business or industry. The activities identified to manage CSFs should be clear and explicit in order to establish their effectiveness and to complete them during the management process. The accomplishment of these activities is expected to result in a positive outcome in the areas relevant to CSFs (for example, project management and system integration) and to have a subsequent impact on performance improvement and/or project success.

A review of literature on CSFs for ERP points to a lack of publications investigating the management of CSFs. Highlighting the practical significance of the subject, Françoise, Bourgault, and Pellerin (2009) combined their literature review and results of a Delphi study to propose a set of 151 indispensable actions to manage 13 Critical Success Factors, particularly in the structural, project-related
and organisational culture context. They also identified implementation difficulties relevant to each CSF under study. Other researchers (Hawari & Heeks, 2010; Bose, Pal, & Ye, 2008; Koh, Gunasekaran, & Cooper, 2009) have discussed the tasks performed by organisations while managing various elements of an ERP implementation project. For instance, to manage a Project Management CSF, the tasks included the analysis of initial requirements; budgeting, schedule and HR requirements analysis; transition and maintenance planning; business process evaluation; system and software analysis; hardware and software purchasing, installation and testing; and training and transition (Bose, Pal, & Ye, 2008). In addition, a number of studies have offered insights derived from the implementation experience of organisations and have, to some extent, broadly discussed these in relation to key issues in organisations across various CSFs such as top management support, training and education, and project management (Dong, 2008; Muscatello, Small, & Chen, 2003; Subramoniam, Tounsi, & Krishnankutty, 2009).

It is important to note that CSFs are not isolated entities. They interact with other CSFs to influence the outcome (Ang et al., 2002; Grabski & Leech, 2007). Understanding the interactions among CSFs is one of the key requirements for better management of CSFs (Karimi et al., 2007). For instance, the formation of an effective project team is a key element of a Project Management CSF. However, formation of a good project team is affected by another CSF, Top Management Support (Ang et al., 2002). By understanding the linkages among CSFs and activities specific to CSFs, a network of relationships is formed which could then clarify the level of complexities of CSF management, and make it easier to develop adequate plans of actions. Inadequate management of any of the factors in the network, or the absence of a factor from the network altogether, could jeopardise the success of the ERP project (Ang et al., 2002).

CSF management can also be done by linking CSFs to stages of the innovation process or stages of the project life cycle. Ho and Lin (2004) produced an Integrated-Enterprise System Implementation [ISI] framework that classifies CSFs into infrastructure, system design, implementation and organisation types. The framework then provides a description of activities that need to be carried out for each CSF. The individual activities are then mapped into the project life cycle phases. The concept seems to be very useful, interesting and systematic; it could be refined and help to develop a more complete management framework for CSFs to develop ERP projects.
The literature review presented above points to a lack of empirical and theory-driven studies on the management of CSFs. Given the large number of CSFs that have been identified, it is crucial to investigate and propose what managers should do in order for the identified CSFs to achieve the ERP project objectives and targeted performance improvements. The aim should be to make use of CSFs and enhance understanding in a process that goes beyond just identifying them and leads to discussing actual action plans for managerial interventions. This study, therefore, aims to fill this gap in knowledge by proposing a theory-based framework for CSFs management.

A framework for management of CSFs

As discussed in the introduction to this chapter, the three innovation models discussed above allow identification of a number of factors, some of which have been selected for this study to propose a framework for the management of these factors, as shown in Figure 11.1. The factors are organisational readiness; perceived strategic value (structural); environmental assessment (environmental); system quality; information quality (technical); project management; business process re-engineering; system integration; and training and education (project-related). As the unit of analysis of this study is at the organisational level, we have not selected any factor that is related to an individual dimension.

Organisational readiness [OGRD]

Organisational readiness is defined as 'the ability of a firm to successfully adopt, use, and benefit from information technologies' (Fathian, Akhavan, & Hoorali, 2008). Organisational readiness is a multi-context factor and thus has been assessed using a variety of measures including awareness of benefits and risks of innovation; availability of human resources skills and capabilities; availability of technological, business and financial resources; commitment and support by top management; fit between innovation and organisational structure; and goals and values of organisation (Fathian et al., 2008; Molla & Licker, 2005).

To put in place a framework to manage the organisational readiness CSF, we argue that managers need to work on a number of aspects (Fathian, Akhavan, & Hoorali, 2008; Molla & Licker, 2005; Tan, Tyler, & Manica, 2007). We propose a classification of these activities along four major dimensions: strategy and structure,
people, technology and processes. We describe the activities that managers should work on, related to each of the four dimensions, below.

1. **Strategy and structure**: develop and put in place a strategy to assess and identify issues for ERP adoption; form an evaluation committee

Figure 11.1: Critical Success Factors Management Framework.
Source: Courtesy of the authors.
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to assess organisational readiness; develop an action plan to address the
opportunities and constraints in relation to adopting ERP; secure the
sponsorship, involvement and support of the top management and end
users; assess fit between ERP and organisation; assess general readiness
by acquiring knowledge of other organisations’ ERP adoption patterns;
assess other organisations’ ERP characteristics.

2. People: take initiatives to educate staff in enterprise-wide thinking; take
initiatives to educate business leaders in integrated resource management;
assess perception of the benefits and ability of IT/IS staff to support
ERP; assess degree of satisfaction of IT/IS staff with organisational
systems before adoption of ERP; assess degree of desired and perceived
involvement of IT/IS staff in the ERP innovation process; and assess level
of commitment of the IT/IS staff to the organisation.

3. Technology: fine-tune the ICT management and policies to support
ERP adoption; assess 'Information infrastructure', 'Network speed and
quality' and 'ICT services and support' capabilities; assess the way ERP
would connect the users to an information source relevant to their needs;
assess the degree of fit or compatibility between existing data architecture
and ERP; and identify potential integration issues associated with the
feasibility, cost, deployment and obsolescence of ERP systems.

4. Processes: develop and implement procedures that ensure standardisation
of information in all business operations; decision-making processes and
technology innovation experience; and ERP acquisition and installation
processes, particularly in terms of team function, contracts, licensing and
vendor reliability assessment.

While several issues need to be tackled, as a minimum we posit here that SME
managers should

a. form evaluation committee(s) to assess organisational readiness
b. develop strategy to identify issues in terms of readiness
c. put in place an action plan to address the opportunities and constraints
   in the adoption of ERP
d. take initiatives to educate staff in enterprise-wide thinking and business
   leaders in integrated resource management
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e. fine-tune ICT management and ICT policies
f. secure sponsorship, and involve and seek support of top management and the end users
g. develop and implement procedures to ensure standardisation of information in all business operations
h. assess fit between the ERP system to be adopted and the organisation culture
i. develop adequate 'Information infrastructure', 'Network speed and quality' and 'ICT services and support' capabilities.

*Perceived Strategic Value [PSV]*

ERP is considered a strategic information system; thus its adoption is usually preceded by a business case and strategic value assessment (Subramanian & Nosek, 1993). Three factors generally measure the PSV construct: operational support, managerial productivity and strategic decision aid.

It is important that organisations understand the cost versus the benefits of adopting ERP. The installation of an ERP system involves monetary, people and organisational commitments. Organisations adopting ERP face short-term as well as long-term affects. Therefore, a number of activities need to be carried out to understand the Perceived Strategic Value of ERP in improving the technological future and technological outlook of the organisation, opening up new business prospects, improving co-ordination and partner relationships, bettering customer relationship management, and improving resource planning and management.

The literature suggests that for a better understanding of strategic value, organisations should assess ERP’s possible impacts on productivity; create opportunities to tap into new distribution channels and improve efficiency in existing distribution channels; improve co-ordination and relationships with business partners; improve competitive pricing; improve consumer loyalty; support better communication; support business due to reliance on knowledge workers; help recognise new market potential; generate and evaluate business alternatives; and plan and allocate organisational resources better (Grandon & Pearson, 2004; Saffu, Walker, & Hinson, 2007; Subramanian & Nosek, 1993). Also, organisations need to compare the benefits of ERP against existing technologies within their organisation.
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Given the number of recommended actions, we posit that SME managers should at least

a. weigh the Perceived Strategic Value of ERP against the cost of ERP adoption
b. assess the potential of ERP to tap into new distribution channels and improve efficiency in existing distribution channels
c. gather knowledge on ERP’s potential to improve competitive pricing, consumer loyalty and better communication
d. assess the potential of ERP to recognise opportunities in new markets
e. assess ERP to aid in generation and evaluation of business alternatives
f. assess the potential of ERP to help in better planning and allocation of organisational resources.

Environmental Assessment [EVA]

'An environmental assessment evaluates external information and identifies business needs, objectives, external opportunities, and threats' (Chi, Jones, Lederer, Li, Newkirk, & Sethi, 2005). Environmental Assessment has been measured using a variety of indicators. The three main indicators are

a. **hostility**: degree of unpredictability of competitors’ market activities; price/product quality competition; labour scarcity (Löfsten & Lindelöf, 2005; Newkirk & Lederer, 2006)
b. **dynamics**: growth opportunities, change in production/service technologies, rate of innovation, product/technology changes, and so on (Newkirk & Lederer, 2006; Zhu, Dong, Xu, & Kraemer, 2006)
c. **heterogeneity**: diversity in production and marketing methods; in customer buying behaviours; in the nature of competition; and in product line (Newkirk & Lederer, 2006).

Literature reviews (Newkirk & Lederer, 2006; Löfsten & Lindelöf, 2005; Zhu et al., 2006) suggest that management of the Environmental Assessment CSF can be done through a number of activities, and we have classified those activities into five areas as follows:
1. **Assessment of strengths and weaknesses**: this includes assessment of internal IT strengths and weaknesses; assessment of external business opportunities and threats; examining the technological, environmental, industrial and economic trends; study of external business and IT environment to understand the impact of change and to plan better; and evaluation of possible policy changes.

2. **Assessment of needs**: in-depth evaluation of the needs of all of the functional areas.

3. **Assessment of competitors**: assessment of perceived success of competitors who have adopted ERP; assessment of the extent of adoption by competitors; review of competitors’ information technology; and obtaining of appropriate knowledge about competitors, resources, customers and regulators through a careful organisation of teams to obtain and understand that knowledge.


5. **Internal assessment**: knowledge of the institutional norms and understanding of enterprise-wide business processes; identification of a number of future alternatives rather than a particular single one; identification of critical assumptions associated with each future alternative; careful study of business, organisation and IS to produce better knowledge about the organisation’s requirements; identification and evaluation of opportunities to provide realistic alternatives; identification of IT objectives so as to allow the organisation to align future IT and business objectives; better prioritisation of projects to improve the chances of meeting objectives; change management and a better action plan; better follow-up and control to improve chances of the plan being implemented; better delivery of planning objectives; IS participation in business planning.

Based on the above framework, we propose that SME managers undertake the following activities to assess the environment and identify the opportunities and threats of adopting ERP systems. The organisation should

- assess internal IT strengths and weaknesses
- assess external business opportunities and threats
c. assess technological, environmental, industrial and economic trends

d. assess possible government policy changes

e. assess the extent of ERP adoption by competitors and their post-ERP success

f. obtain appropriate knowledge about competitors, customers, business resources and regulators

g. assess the company’s business, organisation functioning, culture and IS to produce better knowledge about the organisation’s requirements

h. identify various future alternatives for the business and examine critical assumptions associated with each alternative

i. assess other organisations’ ERP characteristics, acquisition and installation processes in terms of team function, contracts, licensing and vendor reliability.

**Project Management [PM]**

Project Management has been one of the widely cited CSFs for ERP implementation (Ehie & Madsen, 2005; Ngai, Law, & Wat, 2008). An ERP project involves handling IT infrastructure, processes and people issues. The sheer complexity of ERP implementation and enterprise-wide scope necessitates careful planning, co-ordination, budgeting, scheduling and monitoring of the project. As such the use of project management tools and techniques becomes almost indispensable (Ngai, Law, & Wat, 2008). The PM construct has been measured using indicators such as having a formal PM plan and PM team, setting realistic deadlines, defining project scope, and monitoring costs and schedule.

A review of the literature (Al-Mashari, Al-Mudimigh, & Zairi 2003; Ehie & Madsen, 2005; Somers & Nelson, 2004; Ngai, Law, & Wat, 2008) suggests that three issues pertaining to the planning, execution and controlling stages of ERP projects require a systematic and methodological approach. These include:

1. **Planning issues**: having a formal project management methodology; taking a risk-planning and mitigation approach; adequately scoping the project and the effort required; clearly defining project objectives in terms of business process efficiency, effectiveness and flexibility; evaluating the system roll-out approach for the project; selecting a multi-
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skilled and capable project team; achieving a balance of IT and business skills on the project team; empowering the project team to make and execute the changes required; senior management supporting the ERP project *internally* through incentives and bonuses and *externally* through maintaining open and effective communication channels.

2. **Execution issues**: employing experienced consultants and teaming them up with domain experts to facilitate knowledge transfer; removing project constraints (which include financial, legal, ethical, environmental and logic constraints); nurturing and maintaining an environment aimed at enhancing employee motivation and morale.

3. **Control issues**: assessing the earned value management of the project; periodically holding project status meetings and tracking the project’s progress; monitoring the cost, time and schedule baseline; establishing proper change management procedures; defining accountabilities clearly.

This study recommends that SME managers undertake the following activities when using project management CSFs:

a. select and employ formal project management methodologies, tools and techniques

b. evaluate, classify and prioritise the implementation risks

c. estimate the project’s scope, size and efforts

d. define the project objectives in terms of business process efficiency, effectiveness and flexibility

e. evaluate and decide on the system roll-out approach (gradual versus 'big bang')

f. build knowledge resources by teaming up external consultants with domain experts from within the firm, so as to open up a two-way channel of communication

g. select highly capable and experienced project manager(s) to oversee the project

h. build project team(s) that span the organisation and possess a balanced set of business and IT skills, and empower project team(s) to make and execute the changes required
i. determine the measures for ERP project success
j. nurture and maintain a high level of employee morale and motivation
k. organise periodic project status meetings and track the project’s progress.

Business Process Re-engineering (BPR)

BPR involves redesigning or improving the business processes in order to bring them in to alignment with the generic processes defined in an ERP software structure. It is generally argued that BPR should precede implementation of an ERP system. Business Process Re-engineering includes several activities, such as modelling various process and sub-process flows, designing and developing new processes, and process mapping.

To manage the BPR factor, organisations need to pay attention to a number of issues (Bradford & Florin, 2003; Ehie & Madsen, 2005). Deciding on the approach for undertaking the BPR exercise is vital in order to provide direction to people working on the change management. Forming teams that document the existing processes and identify areas for improvements is key to designing new and better processes. Close working of functional and user groups and change management teams should help in the smooth completion of the BPR exercise. It could also feed back into an understanding of the need for training programs for newly installed processes.

We argue that SME managers should undertake the following activities in order to appropriately manage issues for Business Process Re-engineering CSFs:

a. decide upon the type of approach adopted for BPR
b. form BPR team(s)
c. collect ‘as-is’ process information of all existing business processes
d. model (or sketch) various process and sub-process flows to identify commonalities and redundancies among the processes
e. identify the system, and process improvement opportunities
f. design and develop new business processes in consultation and co-ordination with the user groups
g. provide an understanding to employees on how their actions impact the operations of other functional areas
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h. acquire the agreement of representatives of user groups for the revised processes
i. encourage close working of BPR team(s) and 'Change management team(s)'.

System Integration [SI]

Lee, Siau, and Hong (2003) define System Integration as the 'capability to integrate a variety of different system functionalities'. ERP is usually implemented to replace the legacy systems; however, due to regulatory or business requirements, organisations retain some of the existing systems, thus needing them to be integrated with the ERP system.

Given the technical nature of the tasks involved in System Integration, the literature identifies a number of areas that need managerial attention (Ehie & Madsen, 2005; Zhu et al., 2006). These include integration planning activities; developing integration strategies and priorities by considering an Information Systems strategic plan and political consideration; mapping 'as-is' processes; and identifying a need for different types of integration. System Integration can be achieved using a variety of techniques and at different levels. Use of middleware known as Application Programming Interfaces [APIs], data extraction, database-level integration and real-time integration are some of the ways System Integration is done.

We propose that SME managers should undertake the following activities to manage system integration CSFs:

a. conduct a system audit prior to integration
b. develop integration priorities by considering criteria such as critical business needs, cost/resource, system size/complexity, IS Strategic plan
c. identify and catalogue the data to be integrated using data mapping techniques
d. develop metadata models to describe other system database structures, attributes or changes
e. assess the need for 'application integration' by using API for ERP integration
f. assess the need for 'platform integration' (architecture, hardware and software)
g. assess the need for 'database-level' integration to achieve data management efficiencies

h. assess the need for 'data extraction' for integration (that is, extract data from one application, and then place the data in a file to translate the data into a format that the other application can understand)

i. assess the need for 'event integration' as a means of real-time integration.

Training and Education [TED]

User training and education is an important CSF for ERP implementation. It has been found to be responsible for a number of ERP implementation problems and system failures (Somers & Nelson, 2004). Training and education is a continuous process of transfer of both tacit and explicit knowledge of the overall logic, concept and working of the system. A good training program equips users with the understanding of business processes embedded in ERP application. A number of measures have been used to capture the training and education construct, some of which include the length and details of training, the knowledge of trainers, and the transfer of knowledge from trainer to trainee.

Literature has identified and discussed a number of activities for the management of the Training and Education CSF (Al-Mashari, Al-Mudimigh, & Zairi, 2003; Kumar, Maheshwari, & Kumar, 2003). These activities include strategies for allocating training costs; training that is focused on knowledge transfer and on providing an understanding of the implications of System Implementation; preparing people for change; developing need- and consultation-based training policies; ensuring continuous and appropriate training assessments; training project management team(s); developing programs aimed at providing awareness, knowledge and skill in IT, ERP, communication and new working methods; timing training programs appropriately (before, during or after implementation); and taking into account the difference in perception about the adequacy of training programs between user groups and managers.

SME managers could benefit from the appropriate management of the Training and Education CSF. We propose that the SME manager should at least

a. allocate costs based on the (not predetermined) needs for training and education
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b. devise and introduce programs that prepare people for change
c. devise programs which provide managers with knowledge about the implications of the new system
d. put in place a TED policy that is based on advice from functional specialists and the business case documentation
e. introduce training programs that provide hands-on training and focus on knowledge transfer from trainer to trainees
f. devise training programs that take into account the difference in perception (of the adequacy of programs) between user groups and the managers
g. evaluate and decide on the timing of imparting training programs (before, during or after implementation)
h. install training programs with an inbuilt mechanism for continuous and appropriate assessment
i. customise training materials for each specific job, ensuring that the training materials cover the entire business task, not just the ERP screens and reports.

Discussion

The investigation of CSFs is a research issue of ongoing interest, particularly due to its potential practical utility. However, over the years it has been observed that research on CSFs has largely remained uni-dimensional, in that it has focused on just the identification of CSFs. This situation has resulted in a limited understanding of the actual utility of identified CSFs. Going beyond the traditional approach of just identifying CSFs, we have contributed to the body of knowledge on CSFs by proposing in this chapter a Framework for Management that encapsulates the management of CSFs as part of a four-step process to enable the implementation of ERP. In doing so, we propose here a set of actions for each step in the process.

1. **Identify CSFs**: The first step in the use of the CSFs concept is the identification of CSFs. CSFs can be identified in a number of ways, some of which we described above. We posit here that the key characteristics to improve the management and usefulness of CSFs is that each identified CSF should have clear boundaries and a specific underpinning focus
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or a problem to solve, should allow strategies and action plans that address the underpinning problem/focus, and should have a process outcome that is measurable as per agreed benchmarks or performance criteria. For instance, identifying 'Top Management Support' [TMS] as a CSF should involve including a definition, having a clear focus for managerial attention, putting up an action plan of how to seek and retain management support, and assessing whether paying attention to the TMS factor has achieved the goals.

2. **Manage CSFs**: The second step in the framework is the actual implementation of actions necessary to achieve the performance goals as set out in the identification process. We posit that some of the key issues that need attention at this step are identifying actions or tasks; discussing, refining and finalising the list of actions/tasks; creating a plan of action with a possible timeline and cost estimates; assigning responsibilities and ownership for accomplishing the tasks; executing the tasks; and monitoring the execution process. Taking a careful and thorough approach at this step is vital to achieving the objectives of identifying CSFs.

3. **Measure performance effects of CSFs**: The first steps, above, set the direction and parameters for measurement of the effects of attending to CSFs. We posit that at this step, it is necessary to revisit and refine the measurement criteria and performance goals; establish appropriate measurement procedures; record measurements against the set parameters; and analyse the results obtained through collected data. The results then feed into an analysis exploring whether the identified CSF is actually a CSF.

4. **Improve/modify CSFs**: The last step in the process is the evaluation of the CSF concept. We posit that not only do CSFs need to be identified, they should also be reviewed, revised, improved and, if necessary, discarded based on their performance against the set goals and parameters. We understand that the identified areas of improvements should feed back into the identification process of CSFs. The continuous cycle of identification, management, performance measurement and improvement of CSFs will result in achieving a set of CSFs that can be utilised for the successful management of projects.
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In addition to the basic framework as discussed above, we have described a set of managerial actions for nine CSFs for ERP and we elaborate this in Figure 11.1. We have argued that an advancement of knowledge on the whole process of identification, management and performance assessment of CSFs is essential for providing actionable solutions for industry. This line of thinking is consistent with recent research presented at IS conferences and published in journals, which emphasises the importance of research with the potential for knowledge transfer from academia to practice.

Conclusion and research implications

We have shown that SMEs can potentially benefit greatly from installing appropriate ERP systems, but that the implementation of these is difficult. One proposed aid to achieving this is said to be the identification of Critical Success Factors. We argue that although much research has focused upon this, the mere identification of these is insufficient for the practical implementation of systems like ERP. We make the point again that the key is to manage the underpinning processes and take necessary actions, as ‘CSFs are not, in themselves, directly manageable’ (Esteves & Pastor, 2001, p. 109). With this purpose in mind we have reviewed the literature on CSFs and combined this with a synthesis of three well-established theories of innovation adoption. From this we have devised a comprehensive framework for managing the many interrelated activities which, if systematically undertaken, can lead to the achievement of identified, relevant CSFs and the operational implementation of a system such as ERP.

The framework proposed in this study systematically sets out the sequence of issues and decisions which the management of SMEs needs to address in order to ensure that an ERP system can be selected and implemented via the appropriate deployment of CSFs. The framework shows how the various key requirements described in the main body of this chapter relate to each other and it also shows the overall requirements for comprehensively managing the implementation of an ERP system. It presents a list of activities and action items that need to be undertaken in relation to each of the nine key factors that will influence the success of the ERP system.

The results of this study can have significant academic implications. Firstly, we have introduced a Framework for Management of CSFs with sets of actionable items at each step in the framework. This is a key contribution to theory building in
the concept of CSFs. Secondly, we have proposed a framework for the management of nine CSFs, which provides an understanding of how the identified CSFs can be managed. Thirdly, the study proposes a systematic direction to research on CSFs that may not only help in consolidating the research base on CSFs but may also lead to new avenues of research. Finally, by adopting a structured and integrated approach we show how to overcome the shortcomings of traditional CSF-oriented studies. For instance, the question of how critical the CSFs actually are requires an in-depth examination of the interactive effect of CSFs beyond the particular innovation process.

The framework introduced in this study has significant implications for practice as well. It improves understanding of the management of CSFs related to various stages of the ERP innovation process. This can help SMEs to study their conditions against a set of identified CSFs and devise relevant action plans, which may be expected to improve their chances of eliminating or reducing the risk of failure or improving the chances of success of their ERP projects (Ngai, Law, & Wat, 2008). It is also expected to help ERP vendors understand the needs of potential SME ERP-adopters, and thus formulate their marketing and product development activities more effectively.

Future research recommendations

The next step in this research direction will be the empirical testing and validation of the framework we have proposed in this chapter. It would be helpful for this future research to employ a mixed-method approach to collect the data through a survey and semi-structured interviews. Richness of information obtained through face-to-face interviews and open-ended questions could help in seeking a deeper understanding of the complexities of the processes required for managing CSFs.

The research could be extended further by examining the management of those CSFs that have not been covered by this study. Identifying the possible synergies and interactions between CSFs could help in managing CSFs to gain greater benefits from them, and exploring this presents opportunities for future research work. The empirical validation of the theorised steps in the management framework presented in this chapter will also be another important avenue for further research into CSFs so as to add to the body of knowledge on them.
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Conclusion
Introduction

This final chapter considers all the chapters in this volume with the following objectives in mind:

• to portray the key issues emerging through a review of the chapter contributions and the interlinkages between the chapters
• to illustrate the integrated nature of innovation systems through an intellectual capital [IC] lens
• to identify strategies to improve the South Australian innovation ecosystem
• to articulate a future research program.

To meet these objectives we first consider the chapters in each of the parts of the book in turn to draw out the common elements and particular issues raised pertaining to the relevant focus. Next, we illustrate how innovation works across the macro to micro issues and identify the key interlinkages that influence the different levels of discussion and the particular focus of the innovation system that each chapter takes. Using this systems perspective we then consider the implications of the work.
to identify where and how intellectual capital interventions may help to shape and integrate the regional innovation ecosystem. Lastly, we conclude by suggesting a program of ongoing research and development that will increase our understanding not only of how innovation is integrated within South Australia [SA] but also of how the management of the innovation system can be effected, the outcomes improved and entrepreneurship integrated.

Part 1: Regional-level perspectives

The three chapters in this section draw attention to the regional innovation system [RIS]. This is as distinct to the national innovation system [NIS] and brings into focus dependencies on both the local (South Australian) and the national innovation infrastructures, policies and programs. In other words, 'we are not alone' — and for innovation to occur through the RIS in SA, both internal and external contexts need to be carefully considered and monitored.

For instance, Jane Andrew in her chapter makes the case for how both the broad discipline areas of Humanities, Arts and Social Sciences [HASS] and Science, Technology, Engineering and Maths [STEM] are of critical importance for an RIS and yet both of these discipline areas have internal regional influences through the policies, strategies and offerings made by the regional education institutions and the external influences of national government policy on the Higher Education system and national school curriculum. The RIS is sandwiched in between these two dynamic forces.

Kym Teh and Göran Roos, the authors of the next chapter in Part 1 discuss intellectual property [IP] developments, particularly with respect to patents. Their findings clearly articulate both the local dimensions relating to firms, institutions and individuals and the national drivers on IP policy. In this case, the RIS to some extent has little punch with respect to direct impact on the patenting patterns and behaviours, although the authors drive home a key point about the enabling infrastructure of the RIS, which indirectly supports and facilitates patenting activity.

Gavin Artz, in his contribution to the section, uses two local cases — the entrepreneurship education program, MEGA, and rezon8, a participant firm. Artz highlights that the RIS can be considered a value network which can host virtual teams. The value of these virtual teams is their capacity to link locally, nationally and internationally, which provides the RIS with outreach and capacity to target expertise,
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markets and possibly capital from places where it is best sourced. The conception of a virtual team again strengthens the case for the RIS to be the enabling infrastructure mediating between the local and national dynamics.

While the RIS is a sandwiched concept between local and national influences, each of the chapters also points to mechanisms for managing these dynamics. First, we will refer to the chapter by Kym Teh and Göran Roos, who articulate the Triple Helix as the way in which industry, academe and government intertwine within an economy at the macro level as key actors in an innovation system. In considering this view, a point worth noting is that Australia is at odds with the original case study of the Massachusetts Institute of Technology [MIT] in the United States of America, which informed the Triple Helix idea (Gunasekara, 2006). Unlike the MIT case, the historical and cultural roots of the Australian university system are characterised by dependence on government funding, weak private sector funding and, at least until relatively recently, a two-tier Higher Education system. Notwithstanding these historical and cultural anomalies, the Triple Helix is a relevant discussion and starting point for considering the management of an RIS, which brings into focus the role of government policy in facilitating, enabling and catalysing the connections, outreach and knowledge bases that are at the heart of a state RIS.

Jane Andrew, in her chapter, expressly points to the role of design thinking and value network analysis as tools for managing the design of policy as an enabling institutional infrastructure. Andrew argues that design, as a discipline, brings into account holistic approaches and forces strategic thinking for the long term. She points also to the fact that design is an important concept embedded in the state’s manufacturing strategy as a critical skill. In order to facilitate good design, Andrew also argues that new ways to measure value are required that will capture the different ways knowledge is captured and contributes to the regional economy. One such means, Andrew suggests, is Verna Allee’s (2002, p. 21) value network model, which assists in understanding 'the patterns of value exchange, the value impact of the tangible and intangible inputs … and the dynamics of creating and leveraging value'. For policy makers seeking to develop, grow or establish an RIS, having the right tools to manage the policies and program interventions that add most value would seem to be essential.

The cases provided by Gavin Artz provide some insight into the types of programs that may be beneficial to the RIS in SA, especially around the concept of
the virtual team. The critical thought here is that a new venturing team with a well-connected and experienced support network can overcome obstacles and adjust to the innovation pathway in response to new information and opportunities faster than isolated or disconnected teams. Of course the government support and intervention to kick this project off was indeed of utmost importance but probably not more than the team that came together behind the program to make it successful. Together, Artz’s cases of the program and the new venture point to the relative importance of human and social capital within and beyond the RIS.

Collectively, the three chapters included in Part 1 make three valuable contributions to understanding how innovation is, or may be, integrated through the RIS in South Australia.

1. The RIS in SA is a dependent system reliant on both local and national/international systems for innovation.
2. Tools and methods to analyse the RIS holistically are required to comprehend and contribute to the RIS in such a way as to bring about growth in the innovation outputs.
3. The approach to policy-making for the RIS in SA will be to create and leverage facilitative and enabling infrastructure that acts as a catalyst for individual, firm and institutional interactions. At the regional level, government needs to identify and use the opportunities presented by both the local and national contexts and be aware of the roadblocks imposed by both local and national constraints to either provide avenues to obviate the obstacles or find the ways and means to remove them from the system. This suggests that the RIS is partly a mediating variable between the NIS and the local infrastructure as it influences the NIS on the local infrastructure, and partly a moderating variable on the local firm innovation system [FIS] as it imposes programs and policies independent of the NIS to influence the local FIS.

Part 2: Firm-level perspectives

The second section of the book comprises three chapters that deal primarily with innovation at the level of the firm. All three contributions highlight the general lack of appreciation of the firm’s processes of innovation. As Fiona Kerr states:
Much has been written on how to facilitate and nurture innovation in organisations, but the concepts are often disaggregated and analysed as individual processes, practices or measures. This fails to take into account the complexity of interconnectedness and interdependence which both creativity and innovation entail …

In much the same manner as noted in Part 1, this implies that a holistic approach to understanding innovation within a firm is required. Perhaps equally notable and relevant to this discussion is that innovation is a ubiquitous capability (Eisenhardt & Martin, 2000), meaning that all firms need some level of capability to embrace the 'new', whether that be capability in products, markets, processes or any other new approach that accompanies the need to deal with the myriad changing combinations and circumstances that a firm faces throughout its life. It perhaps is also not surprising, then, that the number of responses to innovation, or how innovation is done, can vary in almost as many ways as there are firms who engage in it. This may explain why all three chapters in this section have adopted a case study methodology and have attempted to unpack the principles that support and define innovation behaviour rather than opting to describe specific processes.

Although all three chapters examine the firm and adopt the same methodology, this is where the similarities in addressing the subject-matter end. All three approach the subject from three different vantage points: from the view of clusters, a research and development organisation and nonprofit social enterprise.

Huanmei Li and Allan O’Connor examine a long-standing and successful firm and enquire into the entrepreneurial processes that drive opportunity for such a firm, which is embedded in one of the strongest cluster environments in South Australia, the South Australian wine industry. Interestingly, in Part 1, Teh and Roos expressly pointed out that clusters were not an equivalent to the RIS but rather an associated and related concept that may form part of the RIS. Li and O’Connor break down the cluster concept to expose the different ways in which it can be considered, building from a pure agglomeration (lots of loosely related firms in one place) through to a deeply and intensely networked region of inter-firm, institutional and regionally exposed external networks. However, while clusters have a tighter regional boundary defined by the interdependence between the firms and other agencies, the boundary for an RIS has no such reliance on interdependence, and instead captures all related and unrelated firms and institutions in a geographically defined area. From this
context, then, Li and O'Connor’s chapter sheds some light into a specific part of firm engagement and embeddedness within the RIS.

The second chapter in the group, by Fiona Kerr, takes a longitudinal view of a research and development organisation that was facing closure, and offers insight into how the firm regrouped and captured value through innovation. A limitation to case study research is the limited breadth of cases that inform the findings, but the principle advantage is gaining a depth of engagement that can potentially surface and crystallise new perspectives. This research achieves the latter and brings together three key principles for creative and innovative firm performances: space, time and diversity. The chapter also raises questions with respect to the relative importance of each of these principles, particularly with respect to the changing dynamics of a firm over time and as the context varies.

Eva Balan-Vnuk and Peter Balan, in the third chapter for this group, particularly probe the business model innovation aspects of nonprofit social enterprises. Focusing on interviews with the Chief Executive Officers of five SA organisations with different nonprofit activities, the study identifies two drivers for business model innovation and six dimensions of innovation capability which fit well with the findings of the other two chapters in this set. The drivers are for sustainability and securing funding to provide core services, and this is consistent with the observations from the other two cases, whereby firm performances and common and/or shared vision and activities play a role in defining the pathway to innovation. Balan-Vnuk and Balan's six capabilities also link to the findings and conclusions of the other two chapters and highlight the critical importance of networks of different types (in other words, the importance of diversity), the need for time and space to experiment, and the value of cohesiveness in mission and customer focus.

In considering the contribution of this section to our task of illustrating the integrated nature of innovation, we find the following:

1. Like individuals, firms are not homogeneous in their behaviours or needs for innovation, and while entrepreneurial behaviours are found to be linked to embedded concepts of the RIS (for example, clusters), the way these links operate, and with what effect, is still not entirely clear.

2. The concept of innovation is not homogeneous across all firms and there are likely to be differences between industry sectors, stage of development of a firm and the management style of individual firms. Nonetheless,
for innovation to occur, general principles apply that create and embed linkages internally and externally for the firm. Hence by seeking to innovate, a firm is consequentially integrated into its regional (and/or other defined boundary) context because networks, by their very nature, are not only organisationally specific or independent.

3. The types of networks for firm-level innovation need tighter specificity for the firm level. The benefit of networks is derived from the information and/or knowledge flow or access to specialist skills. It is insufficient to assume a general notion of networks when particular types of information, knowledge and skills are needed, as these may be dictated by the sectoral, customer or emerging technology needs peculiar to different firms at various stages of development. For innovation, firms are dependent on the human capital, both as the supply of labour to the firm and the knowledge, information and expertise that is available to it from within its regional (or broader/narrower) context.

Part 3: Innovation management perspectives

The chapters in the third part fall into two categories with respect to the tools and techniques for managing innovation. The first two chapters, one by Graciela Corral de Zubielqui, Pi-Shen Seet and Allan O’Connor, and the other by Vernon Ireland, are more generally dealing with macro or regional-level changes and the tools to manage these changes. The third and fourth chapters, by Paul Shum and by Jiwat Ram and David Corkindale respectively, are directed toward managing innovation at the firm level.

The chapter by Corral de Zubielqui, Seet and O’Connor illustrates the application of an intellectual capital [IC] methodology as a means to examine the types of capital and resources needed in an industry analysis, and how an intervention might flow or transform resources through different elements of the system, impacting the regional firms or businesses and bringing forth consequential behaviour and change. By conducting this analysis the authors reveal the different levels of insight provided by different methodologies, and raise a number of observations and issues that need attention if an IC form of systems analysis is to be conducted.

The primary observation is that an IC analysis trawls deeper into the issues of the system and what is going on beneath the surface of activity. It reveals much more
about the transformations between the types of resources and the impact on other resource types. The analysis leads the investigator to cross the boundaries between region and firm and begin to articulate and conceptualise how regional interventions will impact the firm through its resource base and, zooming back out again, what would be the likely consequence back in the region. While a simpler systems analysis exposes the symptoms or conditions at the regional level, following an IC stock and flow approach forces the investigator to ask the critical question: So what happens by changing this or that resource?

The issues that flow from this type of analysis, though, are at best tricky to deal with. For instance, consider the issue of having a common understanding among the stakeholders about what a resource includes and means. This may seem fairly straightforward and not onerous; however, the degree of difficulty becomes greater as the unit of analysis is crossed. For example, defining what we mean by human resource at the firm level is far more nuanced, reflecting the human characteristics of individuals and small groups of people, than what might be considered at the regional level, which is generic and aggregated. But if we are to benefit from the depth of analysis of an IC approach, then it is a prerequisite to come to terms with what effects the interventions and transformations will have. This will take some investment in time and consultation between the regional and firm (industry sector) stakeholders before prescribing interventions.

Vernon Ireland’s chapter deals specifically with system complexity and the tools that are used within the systems domain to address the usefulness or otherwise of these tools for entrepreneurs seeking to identify, create or exploit new and emerging opportunities. Ireland finds that there are a range of tools that would assist the entrepreneur and firm managers to comprehend and manage the shifts and changes in the complex social, technical, political and economic systems to unlock potential opportunities. However, the benefits that might flow from these insights rely on the interpretative and sensemaking skills of the management team and the ability to respond and move quickly.

Jointly, these two chapters make apparent an emerging and critical need to find, engage with and master new tools, which echoes a conclusion from Part 1 of this volume. Perhaps more importantly, both chapters identify techniques and practices that are useful and purposeful with respect to developing strategies for understanding and managing complex systems for innovation. Both chapters, though, also point
to a critical need for human capital development in the use and application of these methodologies.

The other two chapters in this section surface different types of integration issues. Shum uses a survey and case methodology to examine the difference between the intellectual capital of innovating and non-innovating firms. The chapter articulates a long list of factors that influence innovation in the in-firm context. However, this list is not simply a checklist of independent items that must exist within the firm; rather, the work reveals the necessity to integrate the list within a working FIS. The non-innovating firms tend to not be able to ingrain innovation across the firm, and a common trait is stratification within the firm, which isolates innovation into pockets. More strongly innovating firms appear to have more robust organisational resources to manage projects and share information, knowledge and vision.

Shum also highlights the importance of training and high levels of competence within firms for innovation and the need to sharpen communication between the training providers and the training recipient firms. Research and development relationships with universities and other external providers also factor in strongly. The integration issues, therefore, are both within the firm and across the boundaries of the firm.

Ram and Corkindale have examined a particular application of innovation whereby an Enterprise Resource Planning [ERP] system is implemented within a firm. The focus of the chapter is on the Critical Success Factors [CSFs] and how these CSFs can be managed to achieve successful adoption of an ERP. For our purposes this chapter illustrates two particular types of integration; the first is an integration of different types of resources, and the second is an integration of processes. A key contribution of the work is the provision of a CSF management framework that articulates nine key CSF areas, ranging from organisational readiness through to training and education. Each of the CSF areas is designed with a view to bringing together the different parts of the firm — whether those different parts of the firm refer to sections or divisions, or to types of resources (human, organisational or relational). The authors argue that it is the management of these CSFs which is critical to bringing the ERP project through to successful implementation, and that through this management it is clear that the integration of the new into the firm is the problematic objective.
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Ram and Corkindale also illustrate how this type of innovation reaches across the boundaries of the firm and into the value chain within which the firm operates. Management of the innovation — the ERP in this case — is not a straightforward task and the integration challenges, as similarly noted by Shum, are both internal and external to the firm.

Two particular take-outs can be identified through Part 3 which are of relevance to our innovation integration agenda.

1. Managing innovation, whether it is at the regional or firm level, requires new tools and approaches. The key issue is the need to look beyond the surface and the symptoms and to be able to trace the inferences and implications of transformations and change to deeper levels. The tools illustrated in the first two chapters in the section provide some insight into the approaches needed, whereas the second two chapters highlight the depth and breadth of integration issues that management tools need to address.

2. With the introduction of new tools comes the need for new training methods and new capabilities in the application of these tools. The firm-based chapters in this group particularly raise the issue of competence for innovation, but equally, at the regional level, if innovation and entrepreneurship interventions are to be well-designed and implemented, it will be necessary for our public sector and institutions to also raise the bar.

Strategies for RIS integration in SA

South Australia faces the prospect of being a sustained high-cost economy. Smaller and relatively isolated regions, once supported by the value chains of scale-based manufacturing firms, are vulnerable and face a challenging future unless the region transitions to a sustainable industrial base. Detroit, in the USA, is an example of an economy that has not managed this transition well. The prospect of Adelaide facing similar circumstances is looming large in the minds of some in local and state government and community as the automotive manufacturing sector in Australia faces virtually complete shutdown with all of the current Australian motor manufacturing plants closing their doors. Ford announced its closure of car manufacturing in Australia by 2016, which was followed by General Motors Holden announcing
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closure of its production plant in 2017. In turn Toyota has followed by announcing the
closure of its operations in the same timeframe, and all follow on the heels of
Mitsubishi, which closed its Australian production operations in 2008, and Nissan,
much earlier in 1992. South Australia has been the home of two of these automotive
manufacturing plants, and thus with the demise of car production in Australia, the
flow-on effect of job losses throughout the Australian automotive value chain raises
grave concerns for South Australian manufacturing.

In response, the South Australian state government and Adelaide’s local
community and local government are turning their attention to entrepreneurship
as a means to stimulate new economic activity. But Adelaide is not alone and it
can be observed globally that there is an increasing trend for government policy to
advocate entrepreneurship. And a number of studies have revealed ’the increasing
attention paid to entrepreneurship by governments at all levels all across the world’
(Minniti & Lévesque, 2008, p. 605). The value of entrepreneurship, though, is not
embedded in the number of new firms that start in any place; instead, it is the new
level of industry that flows from the business activities of the entrepreneurs. Seeking
new levels of industry places the emphasis on the links between entrepreneurship and
innovation.

Through the works presented in this volume, it is possible to see the integrative
nature of innovation. Innovation relies not only on the production of new knowledge
but also on the carriage of that new knowledge into an application that responds to,
or stimulates, customer demand. From this perspective, entrepreneurship is a key
contributor to an innovation system, whether that is at the national, regional or firm
level.

Innovation is also not simply related to new products but also embraces new
markets, materials, processes, business methods, models and practices. Furthermore,
innovation may also rely on new insight that reconfigures old systems, processes,
practices and methods, or that reappplies old materials and products in new ways or
into new markets. Innovation, in all of its many guises, is more complex than a linear
model of invention to commercialisation would suggest.

This book started from the perspective that the change and industrial transition
that SA needs will be grounded in its ability to stimulate and integrate innovation.
Through the analysis of the contributions to this volume, eight key issues emerge for
SA (see below). Figure 12.1 illustrates the interconnectedness of innovation when
Key issues for RIS in SA

1. The RIS in SA is a dependent system reliant on both local and national/international systems for innovation.
2. New tools and methods are needed to analyse the RIS holistically.
3. Policy-making for an RIS will create and leverage facilitative and enabling infrastructure to catalyse individual, firm and institutional interactions.
4. The RIS is different but linked to embedded concepts — for example, clusters.
5. Differences between industry sectors, stage of development of a firm and the management style of individual firms will mean that different treatments are required.
6. The benefit of networks is derived from the information and/or knowledge flow or access to specialist skills.
7. For innovation, firms are dependent on the quality of human capital, both as the supply of labour to the firm and the knowledge, information and expertise that is available to it from within its regional (and/or broader/narrower) networks and context.
8. Managing innovation, whether it is at the regional or firm level, requires new tools and approaches and with this the need for new training methods and new capabilities in the application of these tools is also required.

considered on a systems level, and how the RIS is a sandwiched concept falling between the NIS (which also links into the international innovation system) and the infrastructure of the local FIS. The RIS will need to account for not only different FISs relating to industry sectors but also for the stage of development of the firm and the sub-systems of different industry sectors that may be characterised by such things as industrial clusters. The idea of New Tools applies not only to the FIS but also to the RIS, where holistic approaches are necessary to fully appreciate and support innovation.

Through an analysis of the chapter contributions to this volume, a layered concept of innovation emerges which reveals the integrated relationships between
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Figure 12.2 illustrates the intellectual capital framework for an integrated innovation system.

Successful integrated innovation at the systems level is dependent upon the human capital that supports the system, and this brings into the systems analysis the level of the individual and how each and every one of us plays a part in an integrated system of innovation. Figure 12.2 also highlights other key points. First, it draws attention to the importance of relational capital between the system levels that draws out and makes apparent the needs of the different system levels. Second, it illustrates the critical role of the enabling structural capital, which is responsible for the human capital development (education and training), network development...
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An analysis of the chapters in this volume suggests four key strategies for SA that will help it enrich its innovation performance and capture value in the state economy. These are:

1. Build strong relationships between the national-, regional- and firm-level systems.

2. Develop new tools and methodologies for data acquisition, management and interpretation which can inform policies and programs at each system level.

3. Identify both the present and absent facilitative and enabling innovation infrastructures including (but not limited to) the knowledge, capabilities and information networks, along with the assistive education and training.

Figure 12.2: Intellectual capital influence on integrated innovation systems. Source: Courtesy of the authors.

and facilitation of the relationships between the system levels (the organisational structures of committees, boards and councils, for instance).
4. Develop a map of the system and sub-system interdependencies and identify weaknesses across variations in sectors and firm stages of development.

The following section discusses each strategy further and elaborates its meaning and intended contribution toward integrating innovation.

**Build strong inter-system relationships**

Given the sandwiched nature of an RIS and the heavy reliance on systems above and below, it makes sense to strengthen the relationships between the key actors at the different levels, in order to facilitate a pass-through of information and to gain an increased and sensitive understanding of how each system interacts with and supports the other. In practical terms, that means that between the RIS and NIS and the RIS and FIS there should be good and regular correspondence that leverages an appreciation of the diverse industry and policy needs. The policy and program levels should be responsive to variations in regional, sectoral and firm innovation needs. A distinction should be observed between the innovation agenda and other political goals or differences. The flow and transformation of knowledge should be facilitated across the system boundaries. In essence, this strategy signals a shift away from sectoral divisions and toward the means and mechanisms (an Innovation Council, for instance) that have a holistic and integrated focus on innovation (accounting for, managing and facilitating new value creation and appropriation) across the systems.

**Develop new tools and methodologies**

Going hand-in-hand with the first strategy is the need to develop new tools and methodologies. As discussed in the first chapter and further argued in other chapters, an economy fuelled by innovation and entrepreneurship requires new thinking and approaches. Audretsch and Thurik (2001; 2004) highlight fourteen principle differences between a managed and an entrepreneurial economy. Given the mounting pressures on SA to innovate its economy and move toward an entrepreneurial platform of integrated innovation, the differences are instructive for framing the need for new tools.

The underlying forces in an entrepreneurial economy expose firms and governments to new challenges. Knowledge is a key factor in an entrepreneurial economy (Audretsch & Thurik, 2004) which is less scale-oriented, is relatively
high-cost and driven by localised conditions (which is why clusters become more important). Managing within an entrepreneurial framework of conditions places new demands on the tools and techniques which must be designed to deal with the localised conditions, flexibility and diversity. Managing co-operation becomes a dominant logic, and finding ways and means to both compete and collaborate requires a tighter focus on strategic positioning, resources and capabilities.

An entrepreneurial economy is also characterised by less stability and higher uncertainty. This means that firm costs and risks are pushed outward, utilising market exchange between many smaller firms as a hedge mechanism rather than encouraging cost integration into single firm structures where transaction costs are controllable in response to a stable and certain environment. Firms and governments need to recognise the shift in economic fundamentals. This strategy encourages firms and governments to look at and question the utility of their current management and

Table 12.1: Comparison between a managed and entrepreneurial economy.
Source: Courtesy of the authors, adapted from Audretsch & Thurik, 2001; 2004.

<table>
<thead>
<tr>
<th>Underlying Forces</th>
<th>Managed economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localisation</td>
<td>Globalisation</td>
</tr>
<tr>
<td>Change</td>
<td>Continuity</td>
</tr>
<tr>
<td>Jobs and high wages</td>
<td>Jobs or high wages</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>External Environment</th>
<th>Managed economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbulent</td>
<td>Stable</td>
</tr>
<tr>
<td>Diverse</td>
<td>Specialised</td>
</tr>
<tr>
<td>Heterogeneous</td>
<td>Homogeneous</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Firm Behavioural Characteristics</th>
<th>Managed economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee Autonomy</td>
<td>Employee Control</td>
</tr>
<tr>
<td>Market Exchange</td>
<td>Firm transaction</td>
</tr>
<tr>
<td>Competition and Co-operation</td>
<td>Competition or co-operation</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Scale</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Government Policy</th>
<th>Managed economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimulation</td>
<td>Regulation</td>
</tr>
<tr>
<td>Targeting inputs</td>
<td>Targeting outputs</td>
</tr>
<tr>
<td>Local focus</td>
<td>National focus</td>
</tr>
<tr>
<td>Entrepreneurial risk capital</td>
<td>Low-risk capital</td>
</tr>
</tbody>
</table>
policy tools and ask whether they are appropriate for the task of managing in a brave new entrepreneurial world. The third part of this volume provides some insights into how this economic change influences the tools of management.

Identify and develop facilitative innovation infrastructure

Consistent with the thrust of the works in this volume, this third strategy picks up on a key policy difference flagged by Audretsch and Thurik (2004) between the entrepreneurial and managed economy; that is, an entrepreneurial economy needs a government policy focus on stimulating and enabling infrastructure and the targeting of inputs, while firms need to enable and encourage human capital development, knowledge and innovation. As a starting point, governments and firms should conduct a stocktake to examine their policies, programs and routines to see what exists within their respective structural resource portfolios to enable and facilitate innovation. Keeping in mind the holistic nature of innovation, this stocktake must account for all divisions, sections and sectors. Moving from what is in hand to dealing with the deficits is the next obligation. This task also draws upon the first strategy and emphasises the need for correspondence between the innovation system levels, whereby government enables knowledge and network inputs through the RIS in response to firm and sector input needs at the FIS level. The localised context of the RIS may also force the need for negotiation with the NIS or the employment of policy and program strategies that fill the gaps and voids between the NIS and the FIS.

Education and training will be a key pillar for innovation in an entrepreneurial economy, given the far greater reliance on a skilled and highly competent work force. For firms, this means that support for staff and employee training will become a more critical input, and with this will come a need for encouraging and enabling the culture and practices for innovation. For governments, beyond the firms and NIS, a tight relationship with the education sector will also be needed to ensure that pathways toward advanced knowledge are available, knowledge-gaps identified by firms are plugged, innovation skills are embedded among the RIS human capital, and channels for new knowledge production and industry transference are open. Education and training will be a key input for the FIS, and the importance of the Triple Helix (government, industry and university) sectoral relationships cannot be underestimated.
Map the system and sub-system interdependencies

The final strategy addresses the heterogeneity of the industry, firms and individuals and suggests that while a holistic perspective of innovation systems is vital, it is equally vital to address the differences within the systems to ensure that knowledge capture and transformation is permeating throughout the systems by acknowledging the differences in sectoral needs and stages of development. Some of the interdependencies will be general in nature; for instance, a general level of human capital development will benefit all sectors. However, more specifically the sector needs may differ. For instance, the development of the forestry industry may require higher technical knowledge and skills, while the digital media sector may need stronger relationships to connect firms with lead customers. Further, the innovation resource needs of maturing firms will differ from the needs of new and emerging firms, and again some needs may be generic (access to capital, for example) while others may be specific (key supplier relationships for firms and sectors).

One note of caution to this strategy also harps back to the relational issues across the systems. Mapping the innovation systems and the interrelationships between the systems is a complex, cross-sectoral and multi-level activity and cannot be performed without central co-ordination of sectoral and stakeholder inputs. To achieve well-designed policies and practices that integrate innovation and feed an entrepreneurial economy, a single body with the skills and tools to map, interpret and diagnose the state’s innovation needs, to inform policy, and to advise firms must intersect and correspond with the multitude of SA’s sectors and stakeholders. This is not a task for an isolated division or a functionally fragmented or under-resourced government department, but it is the domain of a highly skilled, deeply engaged unit that has cross-sectoral representation with sufficient localised resources to help build and leverage a state’s entrepreneurial economy.

A future research program

All of the contributing authors have highlighted specific future research opportunities relevant to their research work. In this section we attempt to aggregate the suggestions to articulate the opportunities for a program of research based around the concept of integrating innovation at a systems level. Distilling the core themes leads to five key areas of future research discussed further below:
1. internal holistic innovation system analysis
2. innovation metrics and management tools
3. innovation system policy, program and resource development and implementation
4. the influence of system elements on measures of system success and failure
5. intra- and inter-national comparative and cross-analysis of innovation systems.

**Internal-holistic innovation system analysis**

The need to investigate the different levels of innovation systems independently in order to understand how they work and how the interactions culminate in outcomes was a common thread. Each system needs its own internal-holistic analysis (that is, holistic within the boundaries defined by the level), which appreciates and accommodates the nuance of the system that may be driven by particular cultures, levels of human capital and specific access (or not) to resources or infrastructure. This research demand responds to the fact that systems, particularly those constructed by and consisting of humans, are not homogeneous in character and will defy any defining rules. Rather, human systems are driven by principles that are adapted to context, and the diversity of contexts requires closer scrutiny if we are to move closer to understanding and refining the general principles. In essence, this research program examines the interplay between general principles of an integrated innovation system and the context that reshapes and redefines the principles originating in theory.

**Innovation metrics and management tools**

The call for better tools and metrics for innovation was a common cry from the contributing authors. These tools, methods and techniques are needed at all innovation system levels, be it national, international, regional or firm level. The driver for these new tools is primarily the shift in economic logic away from a managed and controlled economy to an entrepreneurial, diverse and flexible economy. This shift has never been more apparent in South Australia than it is at the time of writing in 2014, with the successive closure of the automotive manufacturing plants. Couple this with the interstate plant closures and the entire collapse of the Australian automotive sector value chain, and it is readily apparent that the keystone of Australian scale-
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Based manufacturing is now (virtually) completely gone. To recover from this shock it will take new ways of working, collaborating, communicating, structuring and exchanging, and with this disruptive economic shock comes the urgent need for new approaches to managing our workplaces and political systems.

**Innovation system policy, program and resource development and implementation**

The development and application of new management tools, techniques and methods is one thing, but the development in response to what these new tools may suggest is another. The focus of this research program is on how the responses to change and the implementation of new approaches — whether these are at the government, industry or education sector levels (the Triple Helix) — are developed and implemented. South Australia is not alone in facing the transition to an entrepreneurial economy, and there is plenty to observe and learn about how policies, programs and resources are developed and how the implementation of new ways and means of doing things is received and integrated into the fabric of innovation systems.

**The influence of system elements on measures of system success and failure**

While much has been said about the holistic nature of innovation systems, it cannot be denied that systems are made up of component elements. Each of these components has a role and function within the system. Therefore, this research program is concerned with the distinctive elements and how they contribute to the system’s performance. Examples of different elements may be the finance sector, social networks and industrial clusters (as a sub-system). The success or failure of a system is determined by the objective design of the system, and objectives such as increasing technology-based start-ups, knowledge transference, employment increases or export sales may be some of the dependent outcomes.

**Intra- and inter-national comparative and cross-analysis of innovation systems**

This final research program tends to adopt, on the one hand, a system of systems [SoS] approach and zooms out to the level of looking at innovation system interactions and how each system and sub-system is interrelated with, and influenced by, another. But on the other hand, the program seeks to compare and contrast innovation systems
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across regional and national boundaries to examine how the system elements and the contexts of the systems interrelate. This final program requires a much broader call for input from national and international partners and research collaborators to capture the system dynamics while accounting for variations in innovation system elements and context.

Conclusion

In approaching this volume as editors, we sought to achieve three ambitions. The first was to draw together South Australian research and researchers who are actively engaged in creating and contributing to new knowledge about innovation from a systems perspective. The call for chapters managed to attract fifteen authors (including the editors) whose research has strong links to South Australia. From this position we plan in the future to expand our efforts and reach out further into national and international corners of the globe by inviting other authors to contribute knowledge on other regional and national systems.

The second ambition was to facilitate growth in understanding about the linkages between innovation and entrepreneurship and how these two distinct ideas are necessarily intertwined: how they interact and with what affect. As we reflect on the inputs, it is apparent that there is still much more to be done, as is indicated by the five different future research programs. We have, however, articulated the dramatic shift in the economic base that South Australia is experiencing, which, by its very nature, prods us to move the economy into an entrepreneurial direction and away from the ideas and principles of a managed economy. Underpinning this new form of economy is knowledge, and a prosperous entrepreneurial economy will turn that knowledge into innovation. We aimed high with this ambition, and while we are not there yet we have taken the first step in this journey of discovery by providing the foundations of how and why innovation and entrepreneurship are so closely entwined.

The third ambition was to examine and establish a language that has relevance to the concept of integrated innovation and entrepreneurship. We turned to the field of intellectual capital to provide such a language and consequently we have illustrated the intellectual capital foundations of integrated innovation by showing the interactions between relational, structural and human capital when considering innovation as a system of systems. The work that remains to be done is to gain a
much stronger and deeper understanding of the nuances within these interactions. For this purpose we have provided five future research programs which together will assist to illuminate how innovation is integrated through entrepreneurship. The field of intellectual capital facilitates analysis and understanding and should prove useful to scholars willing to plunge into this enticing area of research.

As a small and relatively isolated economy it is imperative for SA to differentiate and build a sustainable base of innovative and entrepreneurial capabilities. The works that make up this volume present a clear case for building the human capital base on innovative and entrepreneurial credentials. As knowledge is key to an entrepreneurial economy, it is also critical that investments are made in developing and growing the knowledge base within SA. That means that we cannot and should not rely on imported knowledge; instead, the state needs to establish the human capital foundations with proficient and competent knowledge and capabilities in areas that will provide the state with an edge in global markets. To achieve this, a strong relationship and structural capital base is also required that can fully mobilise the Triple Helix. This is the practical challenge that is presented through this research-based undertaking.

In closing, please feel free to circulate this volume. We invite your expressions of interest for contributions to future editions of this work and ongoing co-operative research into integrated innovation through the lenses of entrepreneurship and intellectual capital.
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